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ABSTRACT

Highlights of +the IBM 43471 and IBM 3033 AP systems are
presented with eaphasis on Performance aspects. An
analysis of Performance of the Virtual Machine Facility 370
(VM-370) is performed. The main efforts are (1) to present
a methodology based on performance measuremert and analysis
techniques, <trying tc¢ relate the trends in the data to the
characteristics of the system, and thus gain an iasight into
what aight cause the system to saturate and its performance
to degrade, (2) analyze the statistical correlatioas among
pexrformance and rescurce usage variables in order +to
estimate the degree of association among these variables, (3)
identify those variables that are good imdicators of systes
load, (4) formulate regression equations for forecasting the
system performance.

This thesis is an effort toward the developaent of
performance and resource usage forecasting equations, and a
model for analyzing computer pecformance and resource
allocation, of computer systeas using VM/370.
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I. INIBODUCIION

The basic objective of coaputer center sanagement is to
srovide high ccaputer system fperformance at a Treasonable
cost under conditions of fluctuating workload and fized
computer resources (Ref. 1]. In order to satisfy this
cbjective, it is necessary to forecast the performance and
resource utilization which would result from a permanent and
significant change in worklcad, if resources reaain
unchanged. If projected performance is wunsatisfactory or
the anticipated resource utilization is low, the forecast
rrovides a warning that resources must te expanded or
contracted, respectively. Once the condition of saturation
cr under utilization has been anticipated, it is necessary
t0o forecast the perfcrmance and resource utilization which
would be obtained when rescurces are changed.

For the Trident Submarine Command and Ccontrol Systes,
the Tactical Software Support Systean (1S3) Resource
Management Plan defines the specificaticns, general
procedures and activities relating to the initiation aad
continuing operaticn ¢f a resource managesment function.

This function's responsibilities will e to coliecrt,
retain, process, and analyze data relating to the
utilization of 1TS3 lakoratory resources and to communicate
pertinent informaticn to the TS3 and Trident Commaad and
Control Systea (CCS) user community management.

The purpose of the Resource Management Plan defines
directions and activities relating to <the monitoring and
reporting of «coanputer system resource utilization and
perforaance, addressing also the application of forecasting
for capacity planning.

The TS3 labcratcry wuses IBM 4341 systems with <the
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Virtual Machine Pacility 370 (VM4370) operating systes, tae
cne which manages the resocurces of the 4341 systea coaplex
in such a way that amultiple users have a fuactionmal
simulaticn of a ccaputing system (a virtual aachine) at
their disposal.

This thesis is an effort toward the development of
performance and TrTesource usage forecasting equations and a
scdel for analyzing computer performance and resource
allocaticn for systems using V4/370.

The main efforts in the analysis of VM/370 system are:
(1) to present a methodolegy based cn performance
seasurement and analysis technigques, trying to relate the
trends in the data tc the working of the system, and thus
gain an insight into what might cause the system to saturate
and its performance tc degrade, (2) analyze the statistical
correlations among performance and resource usage variables
in order to estimate the degree of association among these ;
variables, (3) identify those variables that are good
indicators of system load, and (4) foraulate regression
equations for forecasting the computer systea perforsance.

Chapter 1II fpresents the highlights of the IBM 4341
System, with emphasis cn some performance asgects. Chapter
III presents the highlights and perforasance considerations
of the Virtual MachinesSystem Product (V¥/SP), which is
tlanned to replace the V4,370 as an operating System, at the

T7S3 laberatory.

Por the data collecticn the IBM 3033 AP systea usiag
¥8/SP in <the W.R. Church Computer Ceanter cf the WNPS wvas
used. Chapter IV presents scme highlights cf this systea
and its actual configuration. Chapter ¥V ccvers the V4/sSP
performance measurement tools. Chapter VI presents the

sethodoleogy used for the performance analysis and gives the
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results cttained.

the executive prograas,
at tne dara

A to D contain

Appendices
of the data ottained

prograa listings, sasgle
collection stage and a samgple of one observation output.
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II. ZIBN 4343 HIGHLIGHIS

A. IBM 4300 SERIES

1. Jptroduction

The IPM 4300 Series, which was announced in January
1979 initially consisted of ¢two central ©[processors, the
4331 and the 4341, together with five new peripheral devices
and three enhanced operating systess. In May 1980, 1IBM
filled the 1large performance gap between the two original
processors by adding the 4331 Mcdel Group 2. This processor
has twice the processing pcwer and up to four times the main
memaory capacity of the original 4331 , which is now
designated the 4331 Mcdel Group 1.

The most important aspects of the 4300 Series
product line are [Ref. 2]z 1) the strikingly iasgroved
price/performance it <cffers; 2) the advanced technology
emplovyed to achieve those pricesperformance gains; and 3)
the accospanying changes in IBM softvare pricing amd support
policies.

In terms of hardware performance per dollar, the
4300 Series processcrs cffer approximately a four-fold
increase over the corresponding System/370 processors,
[Ref.3]. The softvare anncuncements that accoapanied the
4300 Series introducticn indicate a centinuing IBy
comaitment to improve both the functiomality cf its software
ard cthe support it prevides to users of these products. At
the saame tiae, the software policy is «clearly designed to
ensure that increased software and support cost will at
least partially offset the savings in bardware costs that
the new computers will bring to IBM users.

2. Processcis

The 4300 Series central processors can cperate

12
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either in a System/370 - compatible mode or in an Extended
Control Program (ECPS) acde. The latter mode takes full
advantage of the extensive aicrocoding available in these
machines to reduce cfperating systema overhead and iaprove
systea throughput.

In comparison with the 370,138 (Jun. 1976), smeamory
packaging on the 4300 Series is 32 times denser, and bhecause
cf this, the 4331 Mcdel Group 1 requires up tc 70% less
rover, and the 4341 requires cver 50% less power than the
370,138

All three of the 4300 Series processcrs share these
common features:

- The system/370 Universal Instruction Sect.

- Channels with virtual storage addressing.

- Maintenance support functions including a support
processor and remote support facility.

- Store and fetch storage protection.

- Byte - oriented operands.

- Clock comparator, CEU timer, time of day clock, interval
timer.

- PSW Key handling, control registers.

- Extended-precision floating fpcint.

- Program event recording.

- and machine check hardling,

According to IEM, the 4331 Model Groupr 1 is designed
for the first-time ccaputer user, such as a department or
tranch office within & larger enterprise, that could benefit
from data base/data comamunications, interactive and
distributed processing capabilities; it is also ameant to
replace many of the resaining IBM Systea,/360 coamputars still
in service. The 4331 Model Group 1 can operate as a stand-
alone unit, or it can be linked to other 4300's or attached
to a central Systea/37C host.

13
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Feripheral apd comamunications equipment can be
connected to the 4331 Model Group 1 by means of one byte
sultiplexer channel, one block aultiplexer channel, and
several integral adapters. Data rates on the two chanpels
say not exceed S00k kytes per secoad, vhich precludes the
connection of high-speed disk or tape units. The opticnal
CASD adapter, hcwever, rermits direct connection of up to
four direct-access stcrage devices for a maxiaum op-line
disk storage capacity of over 9 tillion bytes.

The 4331 Model Group 2 processor appeared in May
1980, featuring major improvements in perficrmance, aemory
capacity, and input/cutput capabilities over thke 4331 Model
Group 1. The rated instruction execution sgeed of the 4331
Model Group 2 is twice that of the 4331 Model Group 1 and a
little cver one-half that of the 4341, The pew processor is
cffered in 4 models with memory capacities of 1,2,3 and 4

Megabytes.

The 4331 Model Group 2 can be equipped with the same
integrated peripheral adapters as the Grougp 1 processor,
plus an optional seccnd DASD adapter and greatly iaproved
I/0 channel capabilities., One high-speed block sultiplexer
channel can handle a data transfer rate c¢f up to 1.86
nillion bytes per second, permitting the attachment of high-

speed disk storage units.

An installed 4331 Model Group 1 processor can be
field-upgraded tc a Group 2 processor in aprcximately 13 <o
16 hours.

The IBM 4341 processor is available in two models
with main memory capacities of two and four megabytes. It
features a lower purchase price and an instruction execution
speed up t0 3.2 times as fast as a System/370 8odel 138 with

. 1 Mbyte of memory. The 4341's performance capability falls
| ketween that of the 370/148 and the 370/158-3.  IBH
describes the 4341 as particularly suitable for experienced

i 14
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internediate system users who need increased processing
power, and <those who cculd benefit frca distributed
applications that require more capacity.

None of the integrated peripheral adapters used on
the 4331 processors is available for the 4341. Instead, all
peripheral and communicaticns devices are connected via
standard I/0 channels and control units.

Along with the 4300 Series processors, IBM
introduced five new peripheral devices: the 3310 and 3370,
Direct~Access Storage Levices, the 3880 Control Storage, and
the 3205 Model S and 3262 rrinters.

3. Software and Support

Not since the System/36Q unveiling in 1964 had IBM
made an announcement <that cculd impact wusers of its
cperating system software to such a magnitude as the
software and support announcements that accompanied the
January 1979 unveiling of the 4300 Series computer 1line.
These announcements <spelled out the operating environments
cf the future, and clearly identified the life spans of
several existing operating systems. [Ref.d)]

a. Operating Systems

There are three new system ccatrol Gprogram
environments:
- An extended version of DCS/VS, called DOS/VS extended, or
simply DOS/VSE.
-~ a new version of 0S/VS1 lakteled Release 7.
~ and Release 6 of the Virtual Mackine Pacility/370
(YM/370) .
These systea control prograams (SCP'S) support a series of
new prograa products many geared specifically to support the
4300 Saries computers.
The first SCF environment is LOS/VS~-EXTENDED

15




(DOS/VSE) which is said to be a major expansion of DOS/VS,
incorporating new functional and I/0 supfgcrt. UOS/VSE
provides only 1limited aultiprogramming capakilities unless
the user acquires the DOS/VSE/advanced function product, an
independently priced adjunct that allows the LOS/VSE user to
employ up to 12 partiticns and also makes it possible to
incorporate many of thke new prograa products available with
the systen.

This extended disk-resident ofperating systea
provides enhancements over IENM's older ©DOS/VS in the
specific areas of processor support, hardware features,
device support, usability inprovements, and serviceability.
LOS/VSE supports the Systen/370 wode and the ECPS: wmode of
the 4300 processors. When ocperating in ECPS:VSE mode,
DOS/VSE takes adavantage of the 4300 processor's concept of
relocating channels and page managesment. Tc support the
hardware extensions to page management, the DOS/VSE
assembler has additional privileged instructicns. The basic
COS/VSE systeam provides the capability for multiprogramming
cf five concurrent jor streams, which wilil typically include
the VSE/POVER spoolex, a real-time subsystem such as
CICS/V¥S, one or two katch Jjob streams, and an unscheduled
work partition fer joks that «require fast turnaround. The
system?'s capabilities can ke significautly expanded through
the addition of the VSE/Advanced Functions Prcgraam Product.

The second SCP environament is 0S/VS1 Release 7,
and IBM says that this support is of particular iaportance
in a distributed data fprocessing environment, since it will
generally provide a high level of compatibility with an ¥VS
host systen. As with DOS/VSE and vM/370, 0CS/VS? Release 7
can run in BCPS mode with the ECPS:¥S1 feature on either <the
4331 or 4341 processor or in 370 mode.

Two of the communications-oriented enhancements
available with 0S/¥vS1 Release 7 include: RES(RENOTE ENTRY

16




SERVICES), a component cf 0S/VS1 which allows jobs and
commands to be submitted froam resote terminals, with cutput
returned, and HBRNES (Host Remote Node Entrtry System), which
allows and 0S/VS1 systema to be a remote job entry station to
any MVS/JES2 or SVS/HASP System or to ancther 0S/VS1 systeam.
Operation is not dedicated; batch and on-line applicatioans
can be rur concurrently.

In the third SCP environment, V¥/370 Relcase 6,
the 4300 user can operate in mixed-mode environments where
CMS interactive computing is combined with a guest scp
(DOS/VSE or 0S/VS1) on the 4300 processors.

In additicn to supporting DL/1 DOS/VS and
VSE/VSAN, VM/370 Release 6 suppcrts VS/IFS (Interactive File
Sharing), which allcws multiple CMS users to share VSAM data
sets, vM/Directory Maintenance, for wmanagement of <the
V4/370 Directory: Display Management of the vM/370
Birectory, Disgplay Management System/CMS; the query by
exaaple (QBE) interactive end-user query language; SPF/CMS
(Structured Prograaming Facility/C8S); the DES (Display
BEditing System); high-level language support; and the Systea
Installaticn Productivity Options/Extended (IFO/E).

b. Environment Tyres

The 4300 Series computers support four types of
environment [Ref.5]: stand-alone, distributed applicatioms,
distributed data applications, and distributed networks.

In the stand-alone systena environment,
compatible growth is provided froa the 4331 to the 4341 or
303x systemns operating under DOS/VSE, VM/370 Rel 6, or
0S/VS1 Rel 7, Growth through VSE/POWER shared spcoling
support cr through ¥4/37Q0 BSCS Networking.

In a distributed application environment,
[Ref.6] host-ccnnect applications may vary from periodic
transmission of summary data between the 4300 and the host

17
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system to a continuous connecticn offering RJE and/or
passtrough capabilities. BJE is provided by DOS/VSE SNA and
BSC prograa products plus VM/370 RSCS Networking and 0s/VS1
HRNES 1IUOP. Passtrough facilities are supported by
ACP/VTANME, ACF/VTAM/MSNF, and VSE/3270 Bisync Pass-through.

Data that is acst frequently used locally may be
stored on the 4300's cwn direct access storage devices, with
transaction-by-transaction access to the central host data
base as needed in distributed data agplications. Here
CICS/VS 1Intersystea Comsunications with DL/1 and INS
Multiple Systems Coupling provides support.

In a distzibuted network, coamunication can be
established between lccal or remote 4300°'s to the host
coaputer, or to IBM 8100 Information Systems. Transactions
from the 8100's to CICS/VS Intersystes Comaunications are
supported by the 8100 DPPX Host Transaction Pacility. DDPX
also supports RJE to CS/V¥S1 RES and VM/370 RSCS Networkicg
systeas.

c. Compatibility

Any prcgram written for an IBM System/370
computer will operate op a 4300 Series Processor in
System/370 mode, provided that it is not time-dependeat;
does not depend on system facilities such as storage size,
170 equipment, optional features, etc., being present when
the facilities are not included in the configuration; does
not depend on system facilities suckhk as interruptions,
cperation codes, etc., being aksent when the facilities are
included in the 4300 Processor; and does not depend on
results or functions which IBM specifies to be unpredictable
cr model-dependent.

Any program written for a system/360 will
cperate on a 4300 Series processor in Systes/370 mode,
provided that it follcus the above rules and does not depeand

18
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on functions that differ between the systea/360 and
System/370.

Any program vwritten for the IBM 4331 Processor
in ECPS:VSE mode or System/370 sode will operate on the 4341
processor provided it follows the above rules.

B. THE 4381 PROCESSOR
1. Pighlights

The 4341 Processor is an intermediate-scale, general
purpose processor. It cffers System/360-and Systea/370
compatible architecture, a2 nev architecture that providas
new functioas, and a new level of price performance for
intermediate system users amade possible Ly the use of large-
scale inteqgrated technology. The 4341 Processcr provides
the ranqge of commercial and scientific data processing
capabilities cffered Lty System/360 and Systea/370.

In addition tc supprorting virtual stcrage, a virtual
machine environament is supported by Virtual Machine
Facility/370 (vn/370), the successor to CP-67/CHMS for
Systea/370. ¥M/370 rrovides interactive cocmputing via its
conversational Mcnitor System (CAS) component and remote
spooling via its Remcte spooling Communications Subsystenm
(RSCS) component.

a. Instructicn Prccessing Features

The follcwing are instruction processing

features of the 4341 Frocessor [Ref.7]:
~ loplementation of a System/370 mode and an ECPS:VSE Mode,
both of which support virtual storage, is standard. The
major difference between thae two modes is the way in which
address translation is perfcrmed to support a virtual
storage eavironment (ECPS:VSE mode is specifically
designed to be wutilize with the DOS/VSE cperating systea
to provide increased prccessor perforsance when ccmpared

19




to that achieved using LOS/VSE executing with Systen/370
mode in effect).

The cycle time of the 4341 [processor varies from 150 to
300 nancseconds.

The standard 4341 processor instruction set consists of
the entire instructicm set provided for System/370 (except
for multiprocessing and direct coantrol instructions) and
several nev ccntrol instructions that can ke utilized only
wvhen ECPS:VSE mcde is in effect.

Precision of up to 28 hexadecimal digits, equal to up to
34 decimal digits, is provided by the extended precision
data format.

An interval timer c¢f 3.3 mi’ " .seconds resolution, which
can iaprove job accoumtiis 2accuracy, is a functional
feature of the 4341 proiess i,

A time of day clock is y%:;.uded as a standard feature to
provide mcre accura%i t¢ive-cf-day values than does the
intervai tiaer. This clock has a cne-aicrcsecond
resoluticn.

A CPO timer and clock ccmparator are standard. The CPU
timer rrovides an interval timing capability simiiar to
that of the interval tiaer, but has a auck larger capacity
than the latter and is updated every amicrcsecond, as is
the time-of-day clock. The clock comparator can be used
to cause an interrugrtion vhen the time-cf-day clock passes
a specified value, These terms provide higher resolution
timing facilities than the interval timer and enable more
efficient tiaing facility routines to Le used.

Prograas event recording is standard and is desigred to be
used as a problea determipation aid. This feature
includes hardvare that osonitors the <fcllowing during
program execution: succesful traaches, the alteration of
general registers, and instruction fetching from, and
alterations of, specified areas of processor storage. It

20
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only werks in EC mode. In the 4341 Processor, additional
processor time 1is required to execute inpstructions when
program event recording is operative.

- ECPS:VSY and ECPS:VM/370 features are standard, they
increase the performance of a VS1 and VM/370 Operating
system (respectively) vhen it operates in a 4341
Processor, since these functions cause certain ccntrol
program routines tc execute in hardvare instead of as
routines written using 4341 Processor instructions.

- A reduction of upr to 7 percent of supervisor state
processor busy time has been measured wwhen ECPS:VSt1 is
utilized by the 4341 Processor as ccmpared to the same
version of 0S/VS1 operating without the assist activated.
A reduction of up tc 84 percent of the supervisor state
processor tiame used Yy CP bhas been measured when
ECPS:V8/370 is wutilized as compared to the same CP
operating vithout the assist activated.

k. Storage Peatures

The following are significant storage features
of the 4341 Processor:

- 411 storage in the 4341 processor-processor (main)
control, high sgeed buffer, and local memory is
implemented using w@mcnolithic technology instead of
discrete ferrite cores. The technology used for processor
storage in the 4341 processcr provides a auch denser
storage chip (64K cr 16k bits per chip) than is used in
most systea/370 processors (2k bits per chip).

- A *¥o level storage system is implemented, consisting of
large processor stcrage used as backing storage for a
smaller high-speed buffer storage. The dinstruction
processing functicn works amostly with the ruffer so that
the effective processor stcrage cycle is a fraction c¢f the
actual processor stcrage cycle. Eight thcusand bytes of
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high-speed buffer storage is a standard. Lata is fstched
from the buffer at a rate of 225 nancseconds for a
doubleworad.

€. Channel Features

The following channel features are provided for
the 4341 Processor:

- Two channel groups are available for the 4341 Processor.
The standard changpel group consists of one byte
multiplexer and two block wmultiplexer channels. The
optional channel grcup ccnsists of three blcck amultiplexer
channels or one byte and two klock multiplexer channels.
The standard btyte opultiplexer channel has a 16-KB/sec
maximua byte amode data rate for four-byte trnnsfer
operations. For burst mode operations, a maximum data
rate of 1 MB/sec is possible for a buffered device.

Optionally, cne channel-to-channel adapter cacr
be installed in a 4341 Processor and attached to any block
multiplexer channel. The adapter can be used to ccnnect
the channel in +the 4341 Processor to a channel in a
System/360, a System/370, or another 4341 Frocessor.

d. Monitoring Feature

This is standard in the 4341 Processor and
functionally identical to the Systea/370 aonitoring feature.
This feature provides the capability of @momitoring the
occurrence of prcgrameed events. For example, monitoring
can be used to perforn measuremsent functions (how many times
a routine was executed) or fecr tracing functions for the
purpose of program dektugging (which routines were executed).

The Monitcr CALL instruction is provided with
the aonitoring feature. Execution of this dnstruction
indicates the <c¢ccurrence of one of the events being
aonitored. The operands of the Monitor CALL instruction
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perait specification of uf to 16 classes of events, each
class with up to 16 million unique types of events. #hen a
Monitor CALL instruction is executed, a program interrtuption
cccurs, if the monitor class indicated is specified, and the
event identification (class and type) is stored in the lower
fixed stcrage area.

Both the FER facility and the monitoring feature
are provided for dJdekugging purposes. The tuwo features
differ from one another in (1) the number of events that can
be defined, (2) whether the events are defined by the
hardvare or the prograsmer, ané (3) wvheter the hardwvare or
the programmer checks fcr the events and causes the
interruptions. When PER is used, once the events tc be
monitored have been designated by the user, processor
hardvare checks for the cccurrence of the events and causes
the interruption. When the monitoring feature is used, the
user defines the events tc be asonitored (up to 16 classes
with up to 16 million codes each, instead of four events),
and causes the progras interruption by placing MONITOR CALL
instructions at the desired places within the program.

e. I/0 Peatures

The fast internal performance of the 4341
Processor, together with the expanded use of
sultiproqramming, requires that more data be available at a
faster rate. The 4341 Processcr supports more and faster
concurrent high speed 1I/0 Operations than similar nmodels
(370,50, 370/65). It also provides the block aultiplexing
capability, vhich is not available in those acdels. The I/0
features of the 4341 processor provide:

- Attachment of the 3505 Beader and 3525 Punch with variety
of models, that can operate at 800 and 1200 cards per
minute, respectively.

- Attachment of variety of printers. The 3203 Model S5 with
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print speed of 1200 alphanpumeric lines per ainute. The
high~speed 3211 printer with prinst sgpeed of 2000
alphapumeric 1lines per ainute. The 3800 Printer
subsysten, for very high-speed printing (up to 10,020
lines ger minute or 20,040 lines, with dcuble numker of
lines ger inch).

- Low cost attachment of up to three 3278 Mcdel 2A displays
and/or 3287 Model 1 cr 2 printers.

- Support of synchroncus data 1link control coamaunications
for remote units attached via the 3704,3705 communications
contrcllers.

- Attachaent of high-speed, high capacity, direct access
devices, such as 3370, 3330-series, 3340,/3344, 3350, and
the 2305 Model 2.

- Attachment of high-speed tape units, such as the 3420
models 4, 6 and 8.

- Potential increases in channel throughput via use of block
multiplexing and rctational position sensing to improve
effective data transfer rates.

- A significantly high attainable aggregate I,/0 data rate to
balance the higher rerformance capabilities of the 4341
Processor. (Maximum 9MB/sec, with 5 blcck wmultiplexer
channels).

2. Ccpmepnts

Since hardware features and r[rogramming systeas
support for the 4341 Frocessor are upward compatible with
those of System/360, <the 4341 Frocessor offers Model 50 and
65 users significantly expanded coamputing capabilities
without the necessity cf a large conversion effort. Little
cr no tise need be spent podifying operational Systemw/360 oz
System/370 applicaticn programs or the IBM 1WQ0 prograas
currently being emulated.

Existing gprocessor-bound Systea/360 programs <can
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execute faster in a 4341 Erocessor because of the
significantly increased internal performance of the 4341
Frocessor, while I/O-tcund programs can benefit from the use
cf more processor storage, faster channel capability, block
smultiplexing, and faster I/C devices. The 4341 Processor
also offers econcmical and flexible entry into
communications~tased applicaticas.

The increased power and new functicns of the 4341
Processor provide the Lase for expanded applicatiorn
installation and Fenetraticn of previcusly marginal
application areas. New application installation and
transition to online operations can be easier when a virtual
storage environment is iamrlemented. The greatly imgroved
price performance cf the 4341 Processor offers the
Systea/360 and System,/370 user the opportunity to widen his
data processing base fcr a significantly lower cost than was
previously possible.

For large installaticns that waat undisrupted growth
and decentralization o¢f their data processing facilities,
the 4341 Processor prcvides economical and easy en+try into
(or expansion of) distributed data processing operations.

A virtual storage envircnment is designed priaarily
to provide new functicnal capahilities for the installation
as a whcle, although performance gains are possible for
installaticns with particular environmental characteristics.

The general functicnal aims of IBM-supplied virtual
storage operating systems are (1) to use new hardware
features and additicnal ccntroel program processiag to
support certain facilities <that are not ossible in a
nonvirtual storage envircnment because of real storage
restraints and (2) to handle other functions that must be
performed by iastallation perscnnel (programmers, operators,
and system designers) vhen virtual storage and address
translation are not used.

25




It is also important to note that, while a virtual
torage operating system permits an installation to be
independent of r2al storage restraints to a large degree and
enables real stcrage to be utilized more efficiently, the
performance of the systea and specific advantage that can be
achieved still depend largely ¢n the amcunt of real storage
present in the system and on the computing speed of the
processor, amcng cther things. Hence, virtual storage and
an address translation capability are not a substitute for
real storage. Rather, they provide an installation with
greater flexibility in the tradeoff between real storage
size and functicn or performance.

The deqree to which a particular imnstallatioa
experiences the pctential benefits ct a virtual
storage/address translation environment is highly systea
configuration dependent aund application dependent (number,
type, complexity of applications installed or to be
installed). In addition, coansideration aust ke given to the
system resources that are specifically required tc support a

virtual storage envircnment.




III. VIRIUML MACBINE/SYSTEM RRODUCT (VM/SE)
HIGHLIGHIS AND PERFORMANCE CONSJIDERATIONS

A. HIGHLIGHTS

virtual Machine/Systea Product (VM/SP) in conjuncticn
with VM/370 Release 6 is a System Control prograa. It
manages the sources of an IBM Systea/370, or 4300, or 303x
system complex in such a way that multiple users have a
functional simulation of a ccaputing system (a virtual
machine) at their Disgcsal.

That is, tbe virtual sachine runs as if it were a real
sachine simulating bcth hardware and software resources of
the systen. These simulated resources can ke shared eitaer
with other virtual machines or alternately allocated to each
machine for a specified time. PFPurthermore, virtual machines
can run the same€ or different cperating systeas
simultaneously. Thus, the individual wuser can create and
adapt his virtual machine to meet his own special needs.

v4/370 Release 6 System consists of four components:
the Ccntrcl Program (CP), Conversaticrdal Monitor Systea
(CMS), Remote Spooling Ccmaunications Subsystem (RSCS), and
Interactive Problem <Control Systeam (IPCS). Each o¢f these
components control its uniqgue part of the system. Together,
these components prcvide the virtual wmachine with <time
sharing, remcte spcoling, and problem reporting for
System/370 uniprocessor, attached prccessor, and
multiprocessor systeas. Two of these coampcrents, CP and
CNS, have becen extensively modified with new functions and
efficiencies and integrated intoc a VM/370 Release 6 base.
In publications, this collective package, that is, CP CHS,
RSCS and IPFC5, is simply referred to as VM/SE.
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Control Progras

The ccatrol crprogram (CP) executes in a real wachine
controlling <the resources of that w@machine. CP is the
vehicle that is used to create ccancurrent virtual machines.

Conversational Monitor Systes

CMS 1s a single-user operating systes designed to
cperate in a virtual machine. CMS provides a wide range of
general-purpose, conversational time sharing functioans.

Remote Spooling Conmmunications Subsysten

RSCS, VM/37C Release 6 component, is a single-~user
cperating system that runs under CP. RSCS executes in one
¢r more virtual machines apnd traasfers data Ltetween virtual
machines and remote users.

Interactive Erobleaz Ccntrol Systen

IPCS, a ¥8/370 BHelease 6 component, is a group of
coamands and controls <that execuyte under CMS to provide
problen analysis and management facilities. IPCS
standardizes the process c¢f reporting probless and includes
a method for identifying duplicate probleas within the
systenm. It alsc prcvides the user with the capability of
viewing and diaqnosing CP abend duaps through the virtual
machines operator's console.

1. Ihe ¥irtual Environment
a. The Virtual Machine

A virtual wmachine is functionally equivalent to
a real system, It bas simulated bardware and software
resources that operate 1in a real coamputer under CP. Eacha
virtual machine is defined in the VM/SP directory; the
directory descrites its sipulated storage, I,/0 devices and
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console.
b. Virtual Stcrage

A virtual stcrage system can siasulate real
storage within a range of from 8 kbytes to 16 Megabytes (the
saxisum virtual storage size)

Vvirtual storage extends beyond the size of real
storage and is not lisited by the amount of real storage.
It is highly probable for the combined virtual storage of
several virtual aachines to be greater than the real
storage. Virtual Storage can be @anaged and protected
through segmentation. Bach segment is 64k, and there are
from 1 to 256 segments depending on the size of virtual
storage. As a storage protection feature fcr all virtual
pmachines, page and segment tables are accessikle only to CP.
Generally, one virtual wmachine cannot access or alter the
virtual storage of another virtual wmachins; however,
mutually consenting users wmay share real-only virtual
storage and real-write virtual storage.

C. Virtual Prccessor

CP provides each virtual machine with a single
virtual ©processor tc execute instructions and receive
interruptions. In actuality, this virtuwal processor is the
shared use of the real prccesscr. CP siamulates tae
privileged instructions, and the real prccesscr executes the
non privileged instructicns. The virtual processor provided
in the virtual mwmachine is a wuniprocessor simulation.
Attached [processor and sultiprccessor simulaticn is oot
supported in the virtual machine environment, regardless of
the installaticn's computer complex o¢n which VMASP is
loaded.

d. virtual Systes console

29




o - o

The virtual machine system console has three
prajor communication functicms. Pirst, tc coamunicate to CP,
so it can provide tc the virtual wmachine siaulaticns of
functions that are performsed om real system consoles.
Second, to provide the virtual wamachine user a means of
dynamically altering specific attributes of a wvirtual
sachine. Third, <to provide a means of communicating with
the application program that is running in the virtual
machine. To accoaplish these functions requires a real
terminal device. A virtual wmachine is "disconnected® by
detaching its assigned supporting terainal coasole. It is
done by CP coammand. Note, disconnecting the console does
not negate current virtual machine processing.

e. Virtuwal I/C Devices

The virtual machine supports the same devices as
a real machine: it is the wvirtual machine, not CE, that
controls them. The I/0 ccnfiguration must be defined by the
user in the CP?*S user directory eéntriss. However,
additional I/0 requirements can be wmet dynamically by the
yser via CP commands.

The user also has the oftion of assigning
different addresses tc his virtual devices, or using those
cf the real devices. In either case, CF ccaments the
virtual address t¢ its real counterpart and performs any
necessary data translation.

2. Vjirtual Machipe Operating Systems

#hile the <ccntrol program of VM/SF mapnages the
concurrent execution of the virtual machines, it is also
necessary to have an cperating System aanage the work flow
within each virtual machine. Because e€ach virtual machine
executed independently of cther virtual machines, each one
can use <either a different Operating system or different
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releases of the same operating systesm.
A list c¢f some of the cperating systems [Ref. 8]
that can execute in virtual machines, follows:

BAJCH OF SINGLE-USER INTERACIIVE

DQsS 0s/pCP
pos/vs OS/MFT
DOS/VSE 0S/MUT
0s/vs1
RSCS 0S/VSs2 sVs
0S/VS2 MVsS
0S-ASP

MULTIPLE - ACCESS
vM/370
TIME SHARING OFTION OF
CS DCS/VSE dith VSE/ICCF

CCNVERSATICHNAL
CHS

With the exception of OSAPCP and CMS, these are all
multiprogramming systess. However, when operating in a
virtual machine, the user has the choice of running multiple
partitions in one virtual wmachipne (Similar to stand-alone
cperation) or single ©partitions in multiple virtual
sachines. When running sultiple partitions in one virtual
sachine, wsultirrogramming and unit reccrd spooling is done
by both the Operating System and VM/SP. When running single
partitions in nwmultiple wvirtual machines, the need for
sultiple virtual stcrages places a burden on auxiliary
storage. However, this can be alleviated Ly using shared

systems.
a. Single - user Systeas

Systemss that can execute interactively by a
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single user include the CMS and any operating system that
can execute in a virtual machine. A time~sharing envircnment
is created when VM/SPF creates wmultiple virtual wmachines,
each controlled by the same operating systea. Thse systeas
cperate concurrently with each other as well as with other
conversational or batch systeas.

b. Multifple-access Systems

Multiple-Access systeas, such as MVS TsoO,
execute in one virtual aachine and directly service many
interactive tersinals. To connect a terminal with the
virtual machine, the user of a multiple-access system issues
the DIAL coamand instead of the LOGON command.

Once his termipal is connected, the user issues
cnly the commands associated with <the aultiple-access

systea.

3. Y¥u/sSP Applications

Using VM/SP, an installation can perform its work
more efficiently and ecasily. virtual machine applicatioas
aid in programming, operations, and iateractive use.

a. System Prcgraaming

- Reducing the amount of haads-cn testing tiae on the real
machine.

- Testing new or modified SVC routines in a virtual amachine.

- Generating and testing in a virtual wmacbine either new
independent component releases (ICRS) Oor nev releases of
an operating Systea.

- Debugging from a teraminal device.

k. Applicaticn Prcgramming

- Using the system prcduct editor to create source prograas
and da*a files.
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~ Debugging frcm a terminal while under operating system
control

- Providing faster tuinarcund time, more test periods per
day, and a shorter develcpment cycle.

- Designing applicatica programs without real storage
limitations.

- Defining minidisks and other virtual devices to design and
test a slightly different or larger machine configurationm
before installing the hardware.

- Using SCRIPT/V¥S, a rrogram product, for text preparation,
to create an update prcgram specifications.

c. Operations

An interactive virtual machine environaent
relieves problems of scheduling, support, and backup and
expedites productions; scme of these operationmal advantages
are:
~ Training operatcrs in a virtual machine that is isclated

from production virtual machines.

- Defining a virtual machine and its devices as backup to
another real msachine.

- Running different tyges of work concurrently on a single
real machine,

- Executing many types of batch applications with no chaunge
to the program either in a individual virtual machine or
in a wvirtual sachine dedicated to executing prograas ia
batch sode.

d. Backufp Systena

An installation using VM/SP has scre flexibility
in using another System/370 ccmputing systea for backup.
Neither the same Systeay/370 wmodel nor <the same amount of
real storage have to be fpart of the backup systaa. The
backup system must include, but is not limited to the same
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type and number of real devices as these virtual aachines
tequire. Also, the backup systea must have a sufficient
npumber ¢f direct access storage drives so that the user
volumes can he aounted.

E. GENERAL INFORMATICN

The performance characteristics of an operating systenm,
vhen it is run in a virtual machine environment, are
difficult to predict. This unpredictability is a result of
several factors: (Ref. 9]

- The System/370 model used.

- The total numter of virtual machines executing.

- The type of work being done by each virtual machine.

- The spe2d, capacity, and number of the paging devices.

- The amocunt of fixed head paging storage.

- The amcunt of real storage available.

- The degree of channel and control unit contention, as well
as arm contention, affecting the paging device.

- The type and numker of VM/SP performance ogtions in use by
one or more virtual machines.

- The degree of MSS 3330 vclume use.

- The order in which devices are selected for preferred
paging and srocling.

The performance of a specific virtual machine 2ay never
equal that of the same operating system running standalone
on the same Systea/370, but the total throughput obtained in
the virtual wmachine envircnment pay equal cr better <that
obtained on a real machine.

When executing in a virtuval wmachine, any functioa that
cannot Le performed wholly by the hardware causes soae
degree of degradation in the virtual machine's performancs.
As the control prograa for the real wmachine, CP initially
frocesses all real interrupts. A virtual machine operating
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systen's instructions are always executed in proklem state.
Any privileged instruction issued by the virtual aachine
causes a real privileged instruction excepticn interruption.
The amount of work tc be dcne by CP to analyze and handle a
virtual msachine-initiated interrupt depends -pon the type
and complexity cf the interrupt.

1. pProgram states

When instructions in the Control Prcgram are being
executed, the real computer is in the supervisor state; at
all other times, vhen running virtual machines, the real
coaputer is in the probles state. Therefore, privileged
instructions cannot ke executed by the virtual nwmachine.
Programs running on a virtual machine can issue privileged
instructions; but such an instruction either (1) causes an
interruption that is handled by the Control Erogram, or (2)
is intercepted and handled by the processor, if the virtual
machine assist feature or VM/370 Extended <Control Prograa
Support is enabled and supports that instruction. CP
examines the operating status of the virtual wmachine PSW.
If the virtual wmachine is in problema wmocde, the privileged
interrupt is reflected to the virtual machine.

Only the Ccntrol Program may operate in the
supervisor state cn the real machine. All programs other
than CP operate in the problem state on theé real aachine.
All user interrupts, including those caused by atteapted
privileged operations, are handled by either the control
Frogram or the processor (is ¢the virtual msachine assist
feature or VM/370 Extended Control-Program Support is
available). Only those interrupts that the user program
would expect £from a real machine are reflected to it. A
user proqram executes on the virtual nmachine in a aanaer
identical to its execution on a real Systems/370 procsssor,
as long as the user prcgram does nct violate <the C2
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restrictions.

2. QUsing Prccesscr resources

CP allocates the processor resource to virtual
machines according to their operating characteristics,
priority, and the system rescurces available.

Virtual sachines are dynamically categorized at the
end of <cach time slice as interactive or noninteractive,
depending upon the frequency of cperations tc or froa either
the virtual system ccmsole or a terminal ccntrolled by the

virtual machine.

Virtual @waachines are dispatched frca one of twe
Queues, called Queue 1 and Queue 2. In order to be
dispatched from either queune, a virtual wmachine aust be
considered executable (that |is, not waiting €for soae
activity or for some other system Tresource). Virtual
sachines are not considered dispatchable if the virtual
machine [Ref.10].

- Enters a virtual wait state after am I/C operation has
begun.

- Is waiting for a page frame of real stcrage.

- Is waiting for an I/0 ofperaticn to be translated by CP and
started.

- Is waiting for CP to simulate its privileged instructionms.

- Is waiting for a CP console function tc be performed.

a. Queue 1

Virtual machines in Cueue 1 (Q1) are considered
conversational ¢r interactive users, and eater <¢his Queue
vhen an interrupt frcm a terminal is reflected tc the
virtual sachine. The Q1 virtual =machines are ordered by
their deadline priorities in the dispatch list. A d2adline
priority is a value calculated by the fair share scheduler
every time a user is dropped fros a queue (queue drop time).

36

PP PN




This value is based on paging activity, processor usage, the
load on the system, apd user priority. Deadline priority is
used to deteraine when the user receives his next time
slice.

A particular virtual machine's deadline priority
for Q1 will te better (earlier) than its corresponding
priority for Q2. The deadline priorities for all Q1 virtual
machines are not necessarily better thanm the deadline
priorities for all Q2 virtual machines.

Virtual machines are dropped froe Q1 when they
complete their time slice c¢f prccessor usage, and are placed
in an "eligible list®. Virtual machines entering CP ccmmand
mode are alsc drcpped form Q1.

E. Queue 2

Vvirtual machines are selected to enter Q2 zfrom a
list of eligible virtual machines (the eligitle 1list). The
crdering of virtual machipes on the eligible list and the
dispatch list is determined on the basis of each virtual
machine's Jdeadline pricrity.

There are two 1lists of wvirtual sachines in Q2;
those in the eligible list and those in the dispatch list,
Both lists are sorted by deadline priority. A particular
deadline priority depends cn many factors:

~ The time-of-day the virtual machine 1last dropped from the
dispatch list.

- The virtual machine'’s user pricrity

- The current lcad and nuaber of wvirtual machines c¢n the
system

- The current resource utilization of the virtual machine

A virtual msachine enters Q2 only if its workiag
set size is not greater than the number of real page frames
available for allocaticn at the time. The working set of a
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virtual machine is calculated and saved each time a user is
dropped from Q2. The working set size is a function ¢f the
number of virtual pages referred to by the virtual machine
during its stay in Q2, and the number of its virtual pages
that are resident in real storage at the time it is dropped
from the gueune,

If the calculated wvorking set cf the highest
priority virtual owmachine in the eligible 1list is greater
than the number of page frames available for allocationm, CP
continues to search the eligible list, in deadlipe priority
crder, for a virtual wmachine whose wcrking set does not
exceed the number of available page frames.

When a virtual machine coampletes its time slice
of processor usage, it is dropred from Q2 and placed in the
eligible list according to its deadline pricrity. When a
virtual machine in Q2 enters CP command mode, it is removed
from Q2.

To leave CP mode and return his virtual wsachine
to the eligible 1list fer Q2, a user can issue a CP cocamand
that thransfers control +to the virtual machine operating
systea for execution (for examgle, beging, ipl, extercai,
and RESTART).

Virtual nsachines in Q2 are considered to be
noninteractive. In CP, interactive virtual amachines (those
in QV), if any, are normally considered for dispatchiag
tefore noninteractive virtual machines (Q2). This @meaas
that CMS users entering commands that do not involve disk or
tape I/0 operations should get fast responses frcm the VM/SP
systea even with a large number of active virtual machines.
All virtual machines (Qt! and Q2) on the dispatch list are
crdered by their deadline priority. There can be aany
instances where some virtual machines in Q2 are considered
for dispatching before virtual machines in Q1 tecause of
their user priocrity, current resource utilization level, or
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for other reasons.
c. Deadline priority

The deadline priority 4is <calculated at queue
drop time by taking the current time-of-day (TOD) and adding
a user bias factor, which is the product of the user bias
ratio and the ¢2 delay factor (Ref.11]. The Q2 delay
factor, which is calculated dynamically based on
configuration and load, is the average elapsed time required
by a virtual machine tc receive an amount of processor time
equal to one Q2 time slice. In the scheduling algorithm
calculations the Q2 delay factor is a scaling value used to
adjust the calculaticn for configuration and load. Before
adding it to the current time-of-day it is adjusted by the
user bias ratio. The user tias ratio is less than 1, equal
to 1, or greater than 1, depending on whether the particular
virtual machine is currently receiving less than, egqual to,
or more than its specified amount of resources.

Por Q1 virtual wmachines, the =scaled bias is
divided by 8 (since the Q1 processor wusage time slice is
1/8th the Q2 time slice). The difference between scheduling
a virtual machine in Q1 instead of Q2 is that it receives
1/8th the amount ¢of processor, 8 times as often. Operating
constantly in either queue, a virtual machine should receive
the same amount of processor resources over an extended
period of time. The only preference given Q1 virtual
machines is when they are being moved from the eligible list
to the dispatch 1list. They will be moved ahead cf Q2
virtual wmachines with ¢the same or even <slightly Let:ter
deadline priorities.

d. Queue 3

Q3 is an extensicn of Q2 sheduliag. It helps to
distinguish between non-interactive virtual machines acd
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those that are freguently switching back and forth between
Q2 and Q1. virtual sachines that have cycled through at
least eight consecutive Q2 processor time slices without a
Q1 interaction are lateled Q3. (3 virtual machines are kept
in the same lists (or queues) as Q2 virtual machines and for
most purposes are treated identicallly. The differences
between @2 and Q3 virtual wmachines are reflected in their
deadline priority calculations and the aamcunts of such
rrocessor time they are allowed in queue. Q3 virtual
sachines are allcwed eight consecutive Q2 frocessor tinme
slices before they are drcpped from gqueue. Because of the
eight-fold increase in processor time alloved for each time
in queue, the scaled bias is multiplied ky eight before
adding to the current time-of-day to fors <the deadline
priority. Q3 virtual machines should receive eight tipes as
puch processor time each time in gqueue as Q2 virtual
sachines, but only 1/8th as often.

To reiterate the (¢1/Q2 statement: operating
constantly in any queue, a virtual machine should receive
the same amount of fprocesscr resources over am extended
period of elapsed time. This dces not necessarily mean that
a virtual machine will perform the same when cperating in @3
mode as when operatirg in standard Q2 amode. An amount of
cverhead (roughly prcportional to the small number of
resident pages) is used for each virtual asachine wvhen it
drops frem gqueue. #hen operating in ¢3 mede, a virtual
machine may perfora such Letter than in noramal Q2 wmode
tecause it is undergoing fewer queue drops. For some very
large wvirtual stcrage prograas, the tctal processor
resources used has been cut in balf by cperating in Q3 mode
as compared to standard Q2 mode.

C. VIRTUAL MACHINE I/O

To support I/0 processing ian a virtual machine, CF amust
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translate all virtual amachine chanrnel commsand word (CCH)
sequences to refer to real storage and real devices and, in
the case of minidisk, real cylinders. CE's bandling of SIOS
for wvirtual machines «can be one of the mcst significant
causes of reduced performance in virtual machines.

The number of SIQ operations required by a virtual
machine can be significantly reduced using: large blocking
factors (up to 4076 bytes), preallocated data sets, virtual
machine operating system options (such as chained scheduling
in 08), or finpally with the substitution of a faster
resource (virtual storage) for I/O operatioms, by buildiang
small temporary data sets in virtual storage rather than
using apn I/0 device.

Prequently, there can be a performance gain when CP
raging is substituted for virtual machine 1I/0 operations.
The performance of an orerating system such as 0OS can be
improved by specifying as resident as many frequently used
0S functicns as are poessible. In this wvay, paging I/0 is
substituted for virtual machine-initiated I/0. 1In this case
the only work to be dcne by CP is to place into real storage
the page that contains the desired rocutine or data.

Three CP performance cptions are available to reduce the
CP overhead asscciated with virtuwal machine I/0 instructioans
¢r other privileged instructioms used Lty the virtual
machine's I/0 Superviscor:{Ref.12]

1. The *real' cption removes the need for CP to perform
storage reference translaticn and paging Ltefore each I/0
operation fer a specific virtual machine.

2. The virtual machine assist feature reduces the real
supervisor state time used by VM/SP.

3. VvM/30 Extended Ccntrcl-Prcgram Support (ECPS) further
reduces the real supervisor state time used by VM/SP.

D. PAGING CONSILCERATICNS
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When virtual machines refer toc virtual stcrage addresses
that are not currently in real storage, they cause a paging
exception and the asscciated CP paging activity.

The addressing characteristics of programs executing in
virtual storage have a significant effect on the number of
rage exceptions experienced by the virtual machine. ®&hen an
available page of virtual storage contains only reentrant
code, Faging activity can be reduced, since the page,
although referred to, 1is never changed, and thus does not
cause a write operaticn to the paging device.

Virtual machines that reduce their paging activity by
controlling their use of addressable space improve resource
management for that virtual machine, the ¥M/SP system, and
all other virtual machines. The total paging load that must
ke handled by CP is reduced, and more time is available for
productive virtual machine use.

Additional dynamic paging storage may be gained by
controlling free storage allocation, the aamount of free
storage allocated at VM/SP ipitialization time can be
controlled by the installatica.

CP provides three performance options, locked rpages,
reserved page frames, and a virtual=real area, to reduce the
paging requirements of virtual machines. Generally, these
facilities require scme dedication of real storage to the
chosen virtual machine and, therefore, improve its
performance at the exgpense of cther virtual wmachines.

1. Locked Pages Crtion

The LOCK command, which is available to the systea
operator (with privilege class 14), can be used to
permanently fix or lcck sgecific pages of virtual storage
into real storage. In so doing, all paging I/0 for these
page frames is elimipated. Only frequently used pages
should be locked into real storage. Since fpage zero (first
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4096 bytes) of a virtual sachine storage is referred to and
changed frequently, it shculd be the first page of a
particular virtual machine that an installation considers
locking. The virtual machine interrupt handler pages might
also be considered gocd candidates fcr locking.

Cther pages tc¢ be locked depend upon the work being
done by the particular virtual amachine and its usage of
virtual storage.

Once a page is locked, it remains locked until
either the user 1loge c¢ff cr the system operator issues the
ONLOCK command for that page,

2. HReserved page Frames Qrtion

A mcre flexible approach tham 1locked pages is the
reserved page frames ofption. This opticn provides a
specified virtual macbine with an essentially private set of
real page frames, the number c¢f frames being designated by
the systea operatcr when be issues the CF SET RESERVE
command line. Fages will not bhe locked inpto these frames
but they can be paged out only for other active fpages cf the
same virtual machine.

This option is usually wmore efficient than locked
Fages in that the pages that remain in real storage are
those pages with the <Createst asount of activity at that
noment, as determined autcomatically by the systea. Although
multiple virtual machipes may use the lock coftion, only one
virtual machine at a time may have the reserved page fraaes
cption active. i

The reserved page frames option frovides performance
that is generally cecnsistent frca run to rup with regard to
Faging activity.

3. ¥iztyal=Real Crtjop

This option eliminates CP paging for the selected
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virtual w®machine. All pages c¢f virtual machine stcrage,
except page zero, are locked in the real stcrage locatioas
they would use on a real computer. CP controls real page
zero, but the remainder of the CP nucleus is relocated and
placed beyond the virtual=real machine in real stcrage.

Since the entire address space required by virtual
pachine is locked, these page frames are not available for
use by other virtual sachines except when the 'real?’ wmachine
is not logged on. This option increases the paging activity
fcr other virtual wmachine users, and in some cases for
vM/SP.

The *real' cpticn 1is desirable shen running a
virtual machine operating system (like DOS/VS or 0S5/VS) that
performns paging of its cvp because the pcssitility of double
faging is eliminated.

E. VM/SP PERFPORMANCE CONSIDERATIONS

V8/SP provides a numberx of options {Ref.13] anm
installaticn may use to improve the performance of virtual
machines and VM/SP. Several options improve the performance
cf installation specified virtual machines; other optioas
improve the performance of all virtual machines and VM/SP.
The options are:

~ Pavored execution

~ User priority

- Reserved page frames

- ‘'real®

- Affinity

- Queue drop elimipation

- Virtual machine assist

- EBExtended Contrecl-Prcgras Sugpcert.

Specifying a vperformance option amay @sean making a
performance trade-off; isproving the perfcrmance of one
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virtual machine at the exgense of VM/SE and other virtual
machines.

1. [Favored execution

The favored execution options allow an imstallation
to modify the normal CP deadline priority calculaticms in
the fair share scheduler tc force the systea to devote more
cf its processor rescurces to a given virtual machine than
would ordinarly be the case: There are 2 optioms:

- The basic favored execution cption
- Th2 favored execution percentage option.

The basic, means that the virtual wmachine so
designated is tc remair in the dispatch list at all times,
unless it becomes nonexecutable. When the virtual machine
is executable, it is to ke placed in the dispatchable list
at its normal priority position. Multiple virtual machines
can have the basic favored execution option set. However,
if their combined main storage requirements exceed the
systea's capacity, gerfecrmance can suffer because of
trashing.

If the favored task is bighly compute bound and must
complete for the processor with many other tasks cf the same
typre, the installation shculd define the processor
allocation to be aade. In this case, the favored execution
rercentage opticn can be selected. This opticn specifies
that the selected virtual machine, in additicn to remsaining
in Queue, is guaranteed a specified miniamun percentage (from
1 to 100 percent) of the total processor time if it can use
it. To selact the favored execution option, specify the
FAVORED cperand on the SET command.

2. User Priority

The VM/SP operatcr can assign specific priority

45

PR SR




’q'---l-lllllll!!!!!-'-'"""""""'-F""“"

values to different virtual machines. In so doing, the
virtual sachine with a higher priority is allccated a larger
share of the system resources beéfore a virtual machine with
a lower Priority. User priorities are set Ly the following
class A coammand:
Set PRICBITY userid nn

Where userid is <the wuser's identification and nn is an
integer value from 1 to 99. The value of non affects the
user's dispatching priority in relation to other users in
the systea. The pricrity value (nn) is one of the factors
considered in the calculation of the deadline priority. The
deadline priority is the basis on which all virtual machines
in the system are ordered on bcth the eligitle list and the
dispatch list, The deadline ©priority calculation is based
on the assumption that the average or normal (default) user
priority is 64.

3. BRaserved Page frasss

VM/SP uses chained list of available and pageable
pages. Pages fcr users are assigned from the available
list, which is replenished from the pageable list.

Pages that are temporarily locked in real storage
are not available or fpageable. The reserved page function
gives a particular virtual pmachine ap essentialiy "private® ]
set of rpages. The pfages are not locked; they can be

svapped, but only for the specified virtual machine. Paging 1
groceeds using demand faging with a #reference bit"
algorithe to select the best page for swapping. The nuaber
of reserved page frames for the virtual machine is specified
as a smaximua,

4. JY¥iztual=Real
Por this ogtion, the VM/SP nucleus nust bne

reorganized to rrovide an area in real storage large aenouga
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to contain the entire ‘'real' wsachine. In the virtual
machine, each page from 1 to the end is in its <true real
storage locaticen, only its page =zero is relocated. The
virtual machine is still run in dynamic address translation
mode, but since the virtual page address is the same as the
real page address, no CCW translation is required.

There are several considerations fcr the ‘'real!
option that affect cverall system operaticn [Ref.14].

5. affinity

This option allows virtual wmachines that operate on
attached processor or multiprocessor systems to select the
processor of their <choice fcr program execution. In
application, the affinity setting of a virtual machine
implies a preference of operation to either (or neither)

Frocessor. Affinity of operation for a virtual machine
means that the program of that virtual machine will be
executed on the selected or nased processor. It does not

imply that supervisory functions and the CP housekeeping
functions associated with the virtual wmachine will be
handlad by the same processor,

In attached prccesscr systens all real I/0
operations and associated interrupts are handled by the main
processor. virtual I,/0 initiated on the attached processor
that is mapped tc real devices must transfer control to the
main processor for real I/0 execution. Therefore, benefits
may be realized in a virtual wmachine "aix"™ by relegation
those virtual machines that bave a high I/O-tc-compute ratio
to the main processer, and those virtual amachines that have
a high ccmpute-to-I/0 ratic to the attached processor. Suck
decisions should be carefully veighed as every virtual
machine is in ccntention with cther virtual machines for

resources of the systen.

An important use of the affIEIty~se:iigg§gggii‘3i\in
\\‘\\\5\\\\\\\\\\\\\51
1
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applicaticns where there are virtual machine prograam
requirements for special hardware features that are
available on one processor and not the other.

6. Queue Drop Eliminaxion

V4/SP attempts to optimize systea throughput by
monitoring the execution status of virtual machines. #When a
virtual machine beccmes idle; VM/SP will drcp it from the
active gueue. The virtual machines page and sequent tables .
are scanned, and resident pages are invalidated and put on
the flush list.

YM/SP determines that a virtual machine is idle when
it voluntarily suspends execution, and no bigh-speed I/0
operation is active. Normally, this is an adequate ]

rrocedure. However, in certain special cases, a virtual
machine is determined to be idle and is drcpped from the
gueue, but it becomes active again sooner than expected. If
this cycle of gueue dropping and reactivation is repeteadly 1

executed, the overhead invclved in invalidating and
revalidating the virtual machine's page may kecome large.

The CP class A command "SET DROP userid ON/OFF
allovs the installaticn to control this situation. If SET
QDROP OFF is in effect for a virtual machine, that virtual
machine's pages are nct scanned or flushed when the machine
tecomes idle. The page stealing mechanism is <the only way
the pages can te remcved from storage. (Page stealing is
invoked only if the flush list is empty).

7. JVirtual Machipe assist feature

The virtuval wmachine assist feature is a processor
hardware feature that imrrcves the pertormance of VM/SP.
virtual storage operating systems. which run in problea
state under the «ccntrol of VM/Sy, use many privileged
instructions and SVCs that cause interrupts that V%/3P must
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bandle. When the virtual machine assist feature is used,
many of these interrugts are intercepted and handled by the
Frocessor. Consequently, VM/SP performance is improved.

The Virtual Machine Assist Feature intercepts and
handles interrugtions caused by SVC's, invalid page
conditions, and several privileged instructicns.

Although the assist feature was designed to iaprove
the performance of 1VUM/SP, virtual machines wmay see a
performance improvement becayse more rescurces are available
for virtuwal machine users.

Whenever you IPL VM/SP on a frocessor with the
virtual machine assist feoature, the feature is available for
all VM/SP virtual machines. However, the systea operator's
SET command can make the feature unavailable to ¥YM/SP and,
subsequently available again for all users.

The virtual machine assist features is not available
to a second-level virtual machine, that 1is, a wvirtual
wachine that is running in a virtual macbine.

8. I¥M/370 Extended Ccptrol-Program Support (ECPS)

ECPS, extended, for specific privileged
instructions, the hardware assistance that the virtual
machine assist features, provides. ECPS also provides
hardvare assistance for frequently used VM/SP functioas.
The use of BCPS improves VM/SP perforamance beyond the
performance gains that the virtual machine assist feature
grovides.

ECPS consists of three functioas:

- CP assist
- Expanded Vvirtual Machine assist
- Virtual interval timer assist.

cp assist provides hardvare assistance for
frequently used raths cf specific CP functions.
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Expanded virtual machine assist extends the hardware
assistance that the VMAP rrovides for certain imnstructions
and other privileged ipnstructicns.

Virtual Interval timer assist prcvides hardvare
updating of the virtuyal interval timer. Timer updating
cccurs only while the virtual sachine is in control of the
real processor. vVirtual Interval timer assist updater the
virtual timer at the same freguency hardware updates the
real timer, 300 times per seccnd. Thus, virtual interval
timer assist updates the virtual timer more frequently than
CP updates it. Because the timer is updated more
frequently, accounting rocutines may be able to provide
accounting data that is more accurate.

ECPS is contrclled at twec levels: The VYM/SP systenm
and the virtual machine.

At the VM/SP system level, ECPS is automatically
eénabled when the system is loaded. At the virtual wmachine
level, whenever ECPS is enabled on the system, both expanded
virtual machine assist and virtual interval timer assist are
automatically enabled when yocu lecg on: There are different
class G coamands that allcv the user to enable or disable
the different ECPS assists.

F, OTHER SYSTEM PEATURES

¥M/SP contains several other features ([Ref.13] that
expand the capabilities <c¢f operating systeas runniag in
virtual machines. They are:

- Virtual Machine Acccunting

- Saved Systens

- Shared Systems

- Discontiguous saved segments

- Shared segment protecticn

- Virtual Machine ccmaunication facility.
- Inter~-User comsunication vehicle.
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1. Yiztual Nachine Accounting

VM/SP keeps track of a virtual :machine'’s usage of
systen facilities and records accounting information
vhenever the use of scme changeaktle resource is terminated.

2. 3Sayed sSysten

Fhen initially 1loading an operating system into a
virtual machine by device address, VM/SF reads the resideat
nucleus into real stcrage and writes it back out to the
System paging device. Simultanecusly it updates the virtual
machine’s paging tables.

In addition, at system generation, the systen
Frogrammer can specify that the virtual machine contents of
specified users be saved automatically on DASD if either
VYM/SP terminates the virtual machine or if VM/SP itself is
terminated.

3. Shared Systess

A saved systes can also share reentrant porticns of
its virtual storage among many concurrently operating
virtual wmachines.

The greater the number of wvirtual machines that are
using a shared system, the greateéer the storage savings, and
the greater the probakbility that <the shared pages will be
frequently referenced. Frequently referenced pages ternd to
remain in real storage, thereby reducing Faging activity.
less paging activity increases the efficiency <¢f the
EIOCessor.

4. Jyirtual Machipe Compynjcatiop Pacility

VMCP, allows one virtual machine to communicate aand
exchange data with other virtual machines cperating uader
the same VM/SP Systen.
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S. Inter-QUser Gosmgpnicaticp Vehicle

The I10CY defines a precise protocol for
communication between virtual machines operating under the
same VN/SP systen. In addition, it is possible for
authorized virtual osachines to communicate with ccnsole
cosmunication services porticn of VM/SPE control prograsm.
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Iv. IBE 3033 AITACHED PBOCESSOR CCMPLEX

A. THE 3033 PROCESSOR COMELEX

1. General Defipjtiop of Multiprocessing

A multiprocessing configuration is cne in which two
Or mOre processcrs are interconnected and execute two or
more tasks simultaneously, one in each processor.
Multiprccessing is a logical extension of multiprogramsing
in which two or more tasks operate concurrently inm a single
processor. In a multiprogramming environment one task
executes at a time and only I,/0 operaticns fcr two Cr aore
tasks c¢an operate siamultaneously. In a nmultiprocessing

environment both I/0 operations and instruction execution:

for tvwo or more tasks in the same or different programs can
cccur simultaneocusly, vith each task executing in a
different rrocessor.

The hardware connecticn of the processors in a
sultiprocessing configuraticn is the @meamns by which the
Frocessors communicate with each other in order to
coordinate the activity cf the rultiprocessing
configuration. A pultiprocessing configuraticen can be
tightly or loosely ccupled cr can include a combination of
both loosely and tightly coupled processors.

A tightly coupled multiprocessing configuration is
cne in which (1) the prccessors share access to all the
Frocessor storage available in each systea, (2) processor-
to-processcr communication is accomplished via the storing
of data in shared storage and via direct preccesscr-to-
processor signals (bcth [prcgram~ and bhardware-initiated),
and (3) a single <control Grrogram is used. The 3033
Pultiprocessor Complex is, therefore, a tightly ccupled
sultiprocessing configuration, as is the 3033 Attached
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Processcr Coamplex.

A loosely coupled aultiprocessing configuration is
cne in which (1) proccessors are cougpled via channel-to-
channel connections, (2) each processor has its own ccatrol
progras, and (3) a sirgle system scheduling and cperatiocnal
interface i:. optional.

The objective of coupling multiple systems to form a
multiprocessing configuration is to obtain a coniiguration
that combines advantages of a single processor environment
with those of an uncourled amultiple processor environment.

A single processor environment cffers the following
advantages:

~ A single 1interface to the ccmputing system for workload
scheduliing and operation of the system.

- The ability to apply all the resources of the systes to a
given jot step when necessary.

The advantages prcvided by an uncoupled aultiple
processor configuration are:

- The capability of adding to the configuration in samaller
increments, that is, the addition of a smaller processor
rather than replacesment cf the existing prccessor with the
next larger processor when additional coamputing power is
required. The next larger processor may provide
additional computing power far in excess of that required.

- More economical growth possibilities for installations
with purchased systeas.

- Growth possibilities for 1large-scale installations that
have the largest processor of the systema already
installed.

- Enhancements to configuration available (ketter
probaktility that a system will be available for critical
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application Ffrocessing), cencurrent maintenance, and
improved reliability (protection of «critical jobs from
failures in noncritical Jjobs by Ffrocessing them in
separate systeas).
2. Bighlights of the 3033 pProcessor Complex, Attached
Erocesscr Complex, and Multiprogcessor Complex

The 3033 Processor Complex consists of the 3033
Processor, 3036 Console, and 3037 Power and Ccolant
Distribution O0Onit. The 3033 Processor is a high-speed,
large-scale, advanced function grocessor of System/370. It
has a significantly higher internal perfcrmance than
System/370 Models 165 and 168.

The 3033 Processor is a general purpose processor
and offers high performsance for both commercial aand
scientific applications. The 3033 processcr has hardware
features and prograsming systems support, such as that for
virtual storage and virtual machines, that are designed to
facilitate applicaticn development and maintenance. In
addition, a 3033 Processor Ccaplex, its I/0 devices, and its
rrogramming support can ease the expansion cf data base and
online data processing operations.

The 3033 Multiprocessor Complex is a tightly coupled
multiprocessing configuraticn that consists of two 3033
Processors with multiprocessing hardware interconnected via
the 3038 Multiprocessor Coamunication Unit, twc 3036
Consoles, and two 3037 Power and Coolant Distribution Units.

The 3033 Attached Processor Complex is a tightly
coupled nmul+tiprocessing configuratiomn that consists of a
3033 Processor with nultiprocessing hardvare interconnected
¢0 a 3042 Attached FErocessor via the 3038 Multiprocessor
Cosaunication Onit, two 3036 Ccnsoles, and two 3037 Pcwer
and Coolant Distribution Units. Like a 3033 Multiprocessor
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Complex, the attached processor configuraticn can execute

two instruction streass (tasks) simultaneously, one in each
FLocCessor.

B. GENEBAL DESCBRIPTICH

The 3033 Attached Processor cComplex provides a growth
path for 3033 auniproccessor users vwho require additional
internal perfcrmance, but doc not require all the advantages
offered by a 3033 Multiprocessor Cosmplex, and offers
advantages over two uncoupled 3033 uniprocessor
configurations. A 3033 Attached Processcr Ccmplex operating
under 0S,/VS2 is capabtle of providing internal performance
1.6 to 1.8 times that of a 3033 Processor Coaplex. The
internal performance imprcvement realized when a given 3033
uniprocesscr configuration is upgraded to a 3033 attached
processor configuration 1is dependent on the amount of
sultiprogramming that can ke achieved. [Ref.15]

C. COMPONENTS

The coaponents of the 3033 Attached Processor Cosplex,
are:

- One 3033 Model A Processcor. Punctionally this unit is a
uniprocessor wsodel of the 3Q33 Processcr with <tightly
coupled multiprocessing hardware like that implemented in
nultiprocesscr models of the 3033 Processor.

- One 3042 Attached Processor (AP) physically connected to
the 3033 Model A Erocessor via one 3038 Multiprocessor
Communication Unit. The 3042 AP contains an instruction
processor function siamilar in capability to that in the
3033 Mcdel A Prccessor. The 3042 does not contain any
processor storage or channels. The fphysical size of the
3042 AP is smaller <than that of the 3033 H8odel A
Processor, since the 3042 AP does not contain channel and
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processor stcrage frames. The 3038 providas a
communication path tetween the two prccesscrs and the two
3036 Consoles as well as processor storage addressiang
capabilities for the 3033 and 3042.

- Two 3036 Consoles, one for the 3033 Processor and ozme for

the 3042 AP. The inclusion of a 3036 Conscle for the 3042
AP provides independent pover control and gpower monitoring
for the 3042. This 3036 Console can also be used to
execute limited diagnostics on a 3042 AP ccncurrently with
operation of the 3033 Prccesscr.

- Two 3037 Power and Ccolant Distribution Units, each with a
multiprocessing feature 1installed. Tvo motor generator
sets, one for each grocessor, are also required.

The 3033 Attached Processor Coamaplex can cperate in two
modes. When attached processor (AP) mode is in effect, the
3033 Processor and 3042 AP normally operate together as a
tightly ccupled multiprocessing configuration that shares
processor storage in the 3033 Processor. 8hen uniprocessor
(UP) mode is in effect, the hardware compection Letween the
3033 and 3042 i=s not enabled and only the 3033 Processor can
cperate as a uniprocessor.

A 3033 Attached Processor Complex can be field converted
to a 3033 Multiprocessor Cosfplex. The 3033 HNodel A
Processor must be converted to a 3033 Mcdel M Processor and
the 3042 AP must be removed and replaced with a seccnd 3033
Model M Frocesscr.

1. 3033 Mcdel A Exogcesscr
The major elesents in the 3033 processor are:

- The 1instruction preprocessing function and execution
functicn which form the instruction processor function
that executes the instruction set for the 3033 2rocessocx.

- Processor storage

- The processor storage control function, which controls all
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access to processor storage by the <cther processor
elements and the console and performs virtual-to-ceal
address translaticn.

Tvo or three channel groups and their directors.
Maintepance and retry function.

Standard FPeatures for the 3033 Processor are:

Basic Control (BC) and Extended Control (EC) wode of
operation and contrcl registers.

Instruction set that includes ktinary, decimal, flcating-
point, and ex%tended precision floating-point arithmetic.
Dynamic Address Translation

refarence and Change Recording

Systes/370 Extended Facility

Instruction retry.

Interval timer (3.3 ms resclutionm)

Time-of-day clock

Clock ccmparator and CPU.timer

Monitoring feature

Progras Event Recording

Expanded machine check interruption class.

Byte-oriented operands.

Store and fetch protecticn

High-speed btuffer storage - 64k bytes.

Two channel grcups, each with six channels (cne byte and
five block multiplexer)

Channel indirect data addressing

Limited channel 1logout area with I/0O retry data and an
extended channel logout.

Reloadable ccntrol stcrage for <the executicn function and
channel qroups{

Store status functicn

Direct Control.
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Cptional features for the 3033 Processor, which can
be field installed, are:

- Channel-to-Channel Adapter (ope in the first group and one
in the second channel grcup)

- Extended Channels (third chanael group and director with
channels 12 through 15)

- Two-Byte Interface (for block aultiplexer channels 1, 17,
and 12 or 13 cnly)

2. 3042 attached Frocesso:r

The 3042 Attached Processor, with a 57-pancsecond
cycle time, contains an IPPP, execution function, PSCF, and
saintenance and retry function, like those of the 3033 Model
A Processor. The 3042 AP tasically differs from Model A and
uniprocessor models of the 3033 Processor in that the 3042
does not <contain any processor storage or channels. The
PSCFs in the 3042 AP and 3033 HNcdel A Processor comaunicate
with each other +¢o support the sharing <f all processor
storage available in the 30335 Processor. There atrte no
ocptional features for the 3042 AP.
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3. 3038 Multiprocssscr Comsunication Upjt

The 3038 Multiprocessor Commupication Jnit
physically connects the two processors in a 3033 Attached
Processor Coaplex. It provides a coamunication path betveen
the +two processors and tetveen the ¢two 3036 Consoles.
Functionally, the 3038 is divided in half. Each half is
associated with the prccessor it is attached to and receives
its power and water cccling froa the 3037 of its associated
processor. Each half of the 3038 can be powered up and down
separately from the cther half and contains and oscillator
for timing its associated processor.

4. 3936 comsoles

The two 3036 consoles are used tc perfora the
following major functions:

- Sequence, moniter, and ccntrol power.

- Load instruction prccessor (execution function), director,
and corsole aicrocode

- Confiqure certain G[processor ccaponents and 3036 Comsole
functiens.

- Control 3033 Processcr cperaticns (IPL, start, stop, etc.)
and comsmunicate with the operating system teing used.

- Configqure the 3036 Comsole for concurrent emaintenaance
operations.

- Exercise processor coaponents to locate a msalfunction.

- Display processor and channel indicators and logouts

- BExecute microdiagnostics for the 3036 and 3033 <that are
contained on diskettes.

- Perfors remote maintenance operations.

The two 3036 Consoles in a 3033 Attached Processor
Complex are Physically identical to the 3036 Console used ic
a 3033 Processor Cosplex. No changes are wmade to the
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control panel or the two cperating staticas. However, the ]
cperational diskettes for a 3033 attached processor
configuration contain processor and console aicrocode that
is designed to support nmultiprccessing and interprocessor ;
communication.

The 3036 Conscle associated with the 3042 AP is
cable connected to the 3042. This cabling provides certain
hardwired communication functicns between the 3042 AP and
its console such as powering, logging tc the diskette, ]
hardwvare configuring using a configuration display,
indicator displays, etc.

Cperator to orerating systeam comamunication utilizing
a display statiom, program access to a diskette drive
operating in service record file mode ard remote amaintenance $
operations can also Lte performed using the 3036 Ccasole
associated with the 3042 AP. These operaticns require the
3036 console toc be attached to a channel in the 3033
Processor, as is the cther 3036 Console, and assigned three
I/0 addresses. |

For attached frocessor mcde operaticns at least one
cperating station in each 3036 Comsole must be functional.

This is necessary for power ccatrol for each processor and
3036 Console to 3036 Console communication vhich is
accomplished via the service support stationms. All logouts
from a processor are written to the diskette drives of its
associated 3036 Console.

In the norsal conscle configuraticn for attached
processcr mode operaticns, o¢ne station in each 3036 Ccnscle
is designated as an cperator station while the other is
designated as a service support station. One operator
station in either 3036 Conscle is used as the [primary
cperating systea consocle while the other can le defined as a
alternate or additional ccaoscle.
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D. ADVANTAGES OF A 3C33 ATTACHED PROCESSOR CCNFIGURATION.

In additicn to increased irternal perfcrmance over a
uniprocessor configuration, an attached processor
configuration cffers advantages over twvwo uncoupled
uniprocessor configqurations with the same total resources as
the attached processor confiquration. [Ref.16]

1. 1less cosrlex Crerational Requjresments

An attached prccessor configuration has less complex
operational requirements than two uncougled systems because
it presents a single system image to the operator even
though there are two instruction processor functions in the
configuration. The operator has ome ogerational interface
to the entire system, one job scheduling interface, and one
point of cecntrol for all the resources in the configuration.
In addition, the operator must communicate with and cecantrol
cnly one ccntrcl program instead of two.

2. Imppoved Resource Utjlizatjon

Resource utilization in an attached processor
configuration is imprcved cver that of two uncoupled systeas
because load leveling occurs between the two systems, there
is a reduction in the amount of processor storage required
by the resident contrecl program, all I,/0 devices in the
configuration can be accessed by the 3033 Processor, and tae
need for using shared DASC support is eliminated.

1oad leveling cccurs for the twc prccessors because
cf the way in which ¥¥/370 can schedule task sxecution in a
tightly coupled configuration. Load leveling reduceés the
peak and valley pericds ¢f rprocessor utilization tgat
normally occur in two uncoupled systeas, as fcllows,




The twvwe [processors are considered tc be systea
resources that, vhen available, are allocated to ready
t-sks. Usually, either prccessor is capable of processing
each task in the systen. Thus, as soon as a processor
becomes availakle, it is allocated to the highest priority
queued ready task. Since there are on the average twice as
many tasks in an attached fprocessor configuration <than in
cne systema 1in a two-uniprocessor environmaent, the chances
are significantly reduced that no task in the attached
processor configuraticn will Le ready to execute and hence
available processor time will be unutilized.

Since there is only one copy cf the V"M/370
sultiprocessing ccntrel program resident in processor
storage in an attached prccessor configuration, pore
processor storage is available fcr paging (which can benefit
performance) than in tvo uncocupled systeas with the saae
total amcunt of processor storage as in the Mcdel A 3033
Processor, each of which has an ¥M/370 uniprccessor control
prograa resident.

While the 3042 AP cannot issue I/C instructions, it
can process data read and to be written by the 3033
Erocessor. Therefore, in effect, the I/0 devices in a 3033
attached processor configuration are pooled for use by both
Processors. More than half the total number of I/0 devices
present can be allocated to an individual Jjob step when
necessary. The pooling of 1I/0 devices and sharing of
Frocessor storage persits the execution of jobs with larger
Erocessor storage and I/0 device requirements than can be
handled using one <system in a configuration with two
uncoupled systeans.

The sharing of processcr storage and the ability cf
the 3033 Processor to access all I,0 devices in the
configuration also enables the VM/370 control program to
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automatically handle peak load situations within jobs and to
balance the processing across the two processors. _ Manual
talancing of the wcrklcad between twc systeas, as is
required for two unccupled systems, is not required for a

tightly coupled configuration.

Through Ffooling the number of I/C devices in a
tightly coupled amultirrocessing configuration can be less
than the number of I/0 devices needed for twc uncoupled
systems that are to handle the same large I/0 job or peak
load direct access storage requirements.

Since there is only cne contrcl program for an
attached processor configuration, there is nc need to split
any data base into twc parts, one for each systeam, or to use
Shared DASD sugport in order to share a data base betveen
the two systeas. The use of Shared DASD support results in
reduced throughput for two uncougled systeamas because of the
interfarence it int.cduces. This throughput reduction is
not incurred in an attached processor configuration since
there is only one O0S/VS2 MVS control program and it can
maintain the inteqrity <¢f a shared data base without using
Shared DASD support.

E. NPS IBM 3033 sSystem Configuration

The configuraticn cf the IBM 3033 AP System installed in
the W.R. Church Cosmputer Center, Naval Postgraduate School,
is the fcllowing:
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QUANTITY
PROCESSORS

1 IBM 3033-A16

1 3042-1

2 3036-1

2 3037-1

1 3038-1
DRUMS

2 IBN 2833-2

2 2305-2
DISK

2 IBM 3830-2

2 3350-A2

4 3350-a2r

3350-B2
3350-B2F

1 *ITEL 7830-1

3 *ITEL 7330-1

1 - 2314-1

MASS STORAGE SYSTEM (MSS)

1 IBM 3851-A2
2 3830-3
2 3350-2a2
2 3350-B2
TAPES
2 * IBM 3803-1
6 » 3420-8
1 * 2803-1
1 * 2402~1

TERMINALS - COMMUNICATIONS

Central Prccessing Unit (16 Mbytes)
Attached Processcr Unit

Console (2 CRTs each) . . .
Power and Coclant Distributicn Unijt
Multi-processor Communications Unit

Drua Storage Ccntrol
Drum Storage (12 Mbytes each)

Disk Storage Ccntrol
Disk Storage & _Ccntrol
(2 sglndles a 317.5
,bK €s each) .
Disk Storage (Pixed head)
(2 spindles @ 317.5
Mbytes each) .
Dis storage (2 spindles
a 317.5 ytes_eachL
Lisk Storage 3f1xed ead)
(2 spindlés XY
Mbytes each)

Disk” Storage Controller
Cisk Storage (100 ubztes each)
Disk Storage (8 spindles

@ 29 Mbytes <=aca)

Mass Storage Facility
(cartridge, S0 Mbytes ea.)

Cisk Storage Ccntrol

Disk Storage & Ccntrol

[20100 Mbytes each)

Disk Storage

Tape Cocntrol .
Tage Drives_ (625Q bpi)
Tape Ccptrol .

Tage Units (2 drives)
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5 IBA 3274-D1 ccntreol Onit { 32 Terminals each)
81 3278-2 Display (EECDIC)
25 3278-2 Cisplay (AEL/EECLIC) .
6 3262-3 Printer (3278-ccmpatible)
1 377171 Communications Terminal
1 3203-3 Line Erinter (remote)
1 » 3705 Communications Ccntroller
Lines: 39600 bps RJE
4 dial-up d1200 bps ASCII
g8 " a 300 bps %
6 hard-wired a 300 bgs "
1w " 24800 IBM 3276
1 » n 49600 " "
2 " " 49600 RJBE

TERMINALS-COMMUNICATIONS

1 * IBM 2702-1 Transmission Control
LINESS
4 dial-up d134.5 bps
4 hard~-wired 3)34.5 bps |
1 * IBM g;g;s Data Adapter Umnit
3 hard-wired 34800 bLps

INPUT/OUTEUT DEVICES

1 Cocatrcl Unit

1

2 Coatrol Unit

N1 Printer 41000 1cm)

1 Card/Reader/Punch .

B2 Card Beader_(selﬁ—serv;ce%

A Electrostatic Frinter/Plotter

PUYSVIRREY | PN

NOTES: 1. All equipment is IEM unless otherwise indicated.
The asterisks indicate the deviceds retained frcnm

¢ld systen.
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CNFIGUBRATION
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V. JVM/SP EERPCRUANCE MEASUREMENI TOOLS

A. INTRODUCTION

Measurement facilities, Eroadly speaking, have been
isplemented at several level of the Virtual Machire
Facility,/370. The user level, the system operator level, the
system analyst level, and the iustallaticn aanagement level.

Three commands {Ref.17] INDICATE, QUERY SRHNM, and

MONITOR, provide a way to dynamically measure system

[[1]

performance.

Indicate: provides the systems analyst apd general user with
a method to observe the load ccnditions on the system while
it is running.

LUERY SBN: Provides the system operator with expanded
chservation facilities fcr analyzing internal activity
counters and parameters.

MONITOR: Provides the system analyst and the systea
cperator with a data collecticn tool designed for saapling
and recording a wide range of data. The collection of data
is divided into functional classes. The different data
collection furnctichs can be perforamed separately or
concurrently. Reywords in the Monitor command enable the
collecticn of data and identify the various data collection
classes. Other koywords control the recording cf collected
data or tape fcr later exasinaticn and reduction.

The V#/370 perfcrmance measurement tcols are three
separate entities [Hef,18]. The £first known as LOAD
INDICATORS 1includes the INCICATE and CUERY SEM cosmmands.
I¢'s purpose 1is to provide the users, analysts, and the
cperator with the means to observe the load conditions on
the system, &%c varying deqgrees depending on necessity and
the levels of authcrity granted theam, such that they aay
tase their respective dealings with the system on data
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cbtained in reali-time. In the case of perforsmance prokbleas,
real-time data may be of limited usefulness and may only
serve to confirm that a prcblem exists. There may be no way
of understanding, frca a small amount of on line data, <che
exact nature of the problem, how it arose, or how it may be
resolved.

The second, kncwn as VN/SP Monitor, is a gemeral furpose
control program service fcr collecting a vide rapge of data
relating to most aspects of performance measurements. This
service collects data <cmn tape for later reduction and
analysis. 1In most cases, data collection takes place with
insignificant overhsad and, thus, minimal impact on the
system being a@mcnitcred. (Reduction of ¢the data may, of
course, constitute a significant load Lut may be done with
katch facilities).

The third service 4is an optional data reduction systea
known as Statistics Geperating rpackage for vN/370, VM/SGP.
It is availabie as an 1Iastalled User Prcgraa. VM/SGP
consists of a data selection and raporting language, a
translatecr, and a 1liktrary of reduction programs to handle
#ost classes of VM/SP Monitor oatput.

Therefore, together with a reduction facility, peraanent
records of suamarized ameasurenments of lcad and performance
say be maintained, and probleas may be thorcughly analyzed
and resolved with definitive results. The great flexibility
of YM/SGP may be eaplcyed to massage the raw data into foras
most acceptable by management or which carry the gresatest
impact for the given circuastances.

B. THE INDICATE COMMAND

The indicate coamaand [Ref.17] allows the general user
and the system analyst tc display at their consoles at any
tiae, the usage of and contention for major systea
resources.
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The general user can display usage of and contention for
the major systea resources of processor and storage. He can
also display the total amcunt of rescurces he has used
during his terminal session and the nuaber ¢f I/0 requests.
If he uses ¢the 1Indicate command before and after the
execution of a program, he can determine the executioa
characteristics of that prcgram in teras of resource usage.

The system analyst can identify active users, the queues
they are using, their I,/0 activity, their fpaging activity,
and many other user characteristics and usage data.

The VM/SP Schedule wmaintains expcnentially samcothed
values for data provided by the J1OAD option. Specifically,
at intervals (in seconds) depending on the fprocessor model,
the scheduller calculates the total activities for variabies
such as CP and storage usage for the mcst recent interval,
and factors them into a smoothed wait value in the following
vay:[ Ref.19]

{ 3 x old s-oothed wait value + current interval wvait)

NSHV ===cmemccmem e - ———iiolalll -= -

4
Where NSWVY = Nev Sacothed wait value

Thus, only 1/4 of the most recent interval wait is factored
into the new smoothed wait which makes it predoaminantly the
cld smoothed wait value.

The remaining INDICATE components are sasgled prior to a
user being dropped frca a gueue. Because cf the frequency
of this event, the remaining components are subject to a
heavier smoothing than the wait tiae. A general expression
for the smoothing follows:

nsv = ((rate - int) (osv)/rate) + civ

where:

nsv nev smoothing value
esv = old smocothing value




civ = current interval value (results £fcupmd duriag the
current interwval (int)

int = current interval (tise period being tested)

rate = either histcry 4interval (bhrate) of 8 ainutes, or
data interval

Other operands of the comsand allow users to c¢btain
cther pexformance informaticn that epatles then to
understand the reasons for the observed conditious.

Ihe Class G Indicate Ccmmand

The format of the class G (general User) Indicate coamand
is:
LCAD

INDICATE ———
USER

Rhere:
Indicate LOAD produces the follcwing resgonse, vwvhere m is a
decimal nuaber (Ref.20]

CPU-nnn¥ AFU-nnn% Q1-nn Q2~nn STORBAGE-nn% EIPAN-nan
PROC xx-unf®% PRCC YY nn¥%
PAGING-nnn/sec, STEAl-ann%,l0AL-nnn%

The CPU figure indicates the percentage of time that the
pain processor is running and is derived from the sacothed
vait value maintained by the scheduler., 1In a aultiprocessor
environment, PRAOC xx-nnn¥ is a sgoothed value that indicates
the percentage of time that the system is running on the IPL
Erocessor.

The APU figure is the percentage of time the attached
processor is runping., In a sultiprocessor environment, PROC
YY-nnn¥% is a smocthed value that indicates the percentage of
time that the system is rumning on the non~IEL processor.

The contention for the processor isg represented by
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average nuabers cf users in queue 1 and gueue 2, wmaintained
by the scheduler.

The next field, SIORAGE, is a aeasure of the usage of
real storage. It is apn apprcxisation of the nusber of pages
in storage for in-queve virtual machines tc the nuaber of
pageable pages in the system, exgressed as a percentage.

Due to the algorithm used by the scheduler in
approximating the numker of pages in storage, <the value of
STORAGE can exceed 100%.

The value may alsc be less than 100% even when the sum
of the estimated working set for in-queue virtuval amachines
is greater than the nuaber of pageable pages.

The scheduler contenticn value, EXPAN, is the swmoothed
measure of the time it takes a virtual machine tc receive a
given amcunt of processor time, as followus:

QT
EXEAN = ——=~=vw--
Q2 slice
Where:
QT is the average elapsed time between queue drops a

Q2 virtual machine spends in the Q2 dispatch list.

Q2 slice is the amount of processor time allowed to a Q<
virtual machine in the dispatch list.

EXPAN is a measure of the total delay in response time
that a virtual machine experiences due to
contenticn for Dboth real stcrage and the
processor. It is maintained at a sinimum value of

1.

PAGING is the average number of page I/0 operations (page
Teads and writes) perfcrmed per seccnd.
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STEAL is the percentage of page read cperations <that
required a real storage page to Le stolen from
another in-queue virtual amachine.

LOAD is an artificial value that atteampts to measure
(in terams of elapsed time) the percentage cof the
system devoted to paging because ¢f real storage
contention. Estimated processor time involved in
paging, the amount of tiame spent in pagewait, and
the percentage of steals are factored into the
calculation.

INDICATE USER

Allcwys a user tc determine the resources used and
cccupied by his virtual machine, and the I/0 events that
have taken, place.

The following two line resgonse is returned:

PAGES: RES-nnn WS-nnn READS=nnn WRITES=nnn MH-nnn FH-nnn
VTIME=nnn:nn TTIME=nnn:na SIO=nnn RDR-nan PRI-nnn PCH-nnn.

The first 1line of the resgonse displays the data froam the
user's VMBLOK that is relevant to his virtual machine's
Faging activity and resource occupancy.

RES: is the current nuaber of the user's virtual storage
pages resident in real storage at the time the
command is issued.

WS: is the awsost recent system estimate of the user's
wcrking set size.

READS: is the total nuaber of page reads for this user
since he logged <cn or since the last ACNT ccamand
was issued fcr his virtual machine.

WRITES: is the tctal number c¢f page writes for this user
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The secon
usage and
since th
machine.

since he logged c¢n or since the last ACNT comaand
vas issued for his virtual macaine.

is the current number of virtual pages allocated on
the system moveable head preferred paging area for
this user.

is the current nuasber of virtual pages allocated on
the system fizxed head preferred paging area for
this user.

d line of the resgonse gives the user his processor
accuaulated I/0 activity counts <since logen or
e last ACNT cosmand was issued fcr his virtual

VITINE is the total virtual grocessor time for the user.

TTIME is the total virtual processor and simulation

SIO

RDR

PRT

PCH

time for the user.

is the total nuaber cf nonsgooled I/0 requests
issued by the user.

is the total number of virtual cards read.
is the total nuamber of virtual lines printed.

is the total number of virtual cards punched

THE CLASS E(SYSTEM ANALYST) INDICATE COMMAND

The format of the class E Indicate coammand is:

INDicate

Where:

| LOALD ]
{USER * '
userid
gueues
/C
:Plcing 'HAIT ’
ALL
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INDICATE LOAD
provides the same output as the INDICATE LOAD cption
described under "The Class G Indicate Coammand."

INDICATE USER ®
reflects activiy c¢f the system analyst's own ~irtual
sachine, The output of this option is the same as that
J of the INDICATE USER * option described under "The Class
G INDICATE Comamandn®.

INDICATE USER USERID !

allows the system analyst tc determine the activity of

k other virtual wmachines in terms of the resources used
and cccupied and events that have taken place. GUsers

with class B authcrity can access data froa the VMBLOK

of any user currently lcgged onto the systeam in their

attempts tc understand an overload or gcor performance

situation. ]

INDICATE QUEUES
displays the active users, the queues they are in, the ]
storage they are cccupying, and the status tbey are in.
The display indicates those users currently dominating

main storage, Users waiting in eligible lists are
included in the respcnse because they are contending for
main storage and it is osly Lty chance that they wvere not
occupying main stcrage at the lime of the coammand.

INDICATE I/0
provides information about conditions leading to
possible I/0 contenticn within the system. The response
gives the userids of all the users in I/C wait state at
that instant in time, and the address of the reai device
to which <the mest recent vwirtual SIC was amapped.
Because <the respcnse indicates only an instantaneous
sample, use the ccamand several tiames before assuming a




"

condition to be persistent. If it is persistent, run
the SEEKS ofption of the MCNITOBR command to conduct a
thorough investigation of the suggested ccndition.

INDICATE PAGING WAIT
is provided for installations that have 2305s as primary

paging devices and cther direct access devices as
seccndary paging devices. A full primary device and
subsequent allocaticn of paging sgace on the slower
device may be responsible for degradation in systea
performance. Dse the INDICATE PAGING WAIT option when
the INDICATE QUEBUES cption shows that a significant
propertion c¢f the users in queuel and gqueue2 arce
persistently in page wvait. The response to the ccamand
gives the userids of those users currently in page wait
and the numbers of page frames allocated on drua and on
disk.

INDICATE PAGING ALL
displays the page residency data of all users of tae
system (including the systea nucleus and pageable
routines) . The respcnse is identical to that of the
INDICATE PAGING WAIT cgtion.

C. QUERY SRM AND CUEBY PAGING CCMMANDS

. Quervipg and Setting the Systed Rescurce Yapagement
Yarjablses
The QUERY SBM and SET SEHM conmands allow the systeam

analyst <to guery andsor change intermal systes activity
counters Or parageter.

The system analyst can use the class E CUERY SR8 comaand to
display the €following informaticn:

- current nuaber of pageatle pages
size of the dispatching time slice
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~ Setting of the maxiaum working set estimate

~ Maximuam drum page allccation liamit

~ Current page migration counters

~ Unused segment elapsed time as criteria for page
migration.

-~ Current PCI flag setting mode for 2305 page reguests

~ Maximum page Lkias value

- Current interactive shift bias value

-~ Moveable head page migration limit.

The <c¢lass E SET SEM command allcws the system
analyst to set some of the systea variatles that can affect
the values displayed Lty the QUERY SRM coamand.

2. Querving apd Settipg the Paging Varjakjle

The paging variable is used in the wcrking set size
algoriths. The current paging load is constantly ccampared
vith the paging variable. Adjustments are then made in the
wvorking set size estigates, bLased on how well the actual
load compares uwith the paging load variable.

The QUERY FAGING comgand displays the [paging
variable wused in the working set size estimate ccntrol
algoritha. Informaticn c¢n the paging rate per second is
available as a response to the INDICATE LCAD coamand.

The SET PAGING ccmmand is used to change the paging
variable used in the wcrking set size estimate.

D. THE MONITOR COMMANL
VH/SP Monitcr collects data in two wvays:

1. By handling interruptions caused by axecuting
MONITOR CALL (MC) instructions.

2. By using timer interruptions to give ccntrol
geriodically tc sampling routines.
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MONITOR CALL instructions with appropriate classes
and codes are presently embedded in strategic places
throughout the main bcdy of VM/SP code (CP). W®hen a MONITOR
CALL instruction executes, a frogram interruption occurs if
the particular class of MONITOR CALL is enabled. The
classes of MONITCR CALL that are enabled are deteramined by
the mask in Control Register 8.

fhen a MONITCR CALL interrupticm c¢ccurs, the CP
program interruption handler traasfers contrcl to the VM/SP
Monitor interruption handler where data ccllection takes
Flace.

Sixteen classes of separately enabled MONITOR CALL
instructions are possible, but cnly eight are implemented in
the VM/SPE Moniter.

Monitor ocutput consists of event data and sampled
data. Event data is cbtained via MONITCR CALL instructioans
flaced within the VM/SP codse. Sampled data is collected
following +timer interruptions. All data is recorded as
though it were obtained through a MONITOR CALL instruction.
This simplifies the identificaticn of the reccrds.

The MONITOR command:
- Stops and starts CF internal trace table data collection.

- Displays the status of the irternal trace table and each
implemented class cf VM/SP Mcnitor data collection. In
addition, it displays those specifications for automatic
monitering that are overriddenm by Monitor commands. It
also displays whether the <tape, or spcol file is the
recording mediua.

- Starts and stops VM/SF data collection using tage or
spool file. It alsc clcses the spool £file, if desired.

- Specifies VM/SF meniter classes of data collection
enabled, nusber ¢f buffers used, and time of data
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collection. It also specifies other options which
override the specifications f£for automatic wmonitoring
contained in DMKSYS.

- Specifies the interval to be used for timer driven data
collection.

- Specifies direct access devices that are to be included
or excluded from a list of devices. The 1list defines
direct access devices for which CP is to ccllect data for
the SEEKs class,

NOTE: for more detail information about the format cf the
Class A and E MWonitcr coamand, see (Ref.21]

E. ACCOURTING RECORDS

The accounting data gathered by VM/SE can help in
analysis of overall systeam operation. Also, accounting data
can be wused te bill VM/SP users for time and other system
resources they use.

There are three types of accounting records [ Ref.22].
The virtual machine user records, records for dedicated
devices as well as T-Lisk space assigned to virtual wmachirte
users, and acccunting reccrds generated as a result of user
initiated DIAGNOSE X'4C' instruction.

This service is cnly given to users with the account
cption (ACCT) in his directory.

1. Accountipg Becords for Vigtual Machine BResouzce
Usage
The informaticn stored in the accounting record in
card image fcrm when a user ends his terminal sessicn (or
when *he ACNT command is invoked) is as follcus. (Cclumrs
1-28 contain character data, all cther data is 1in
hexadecimal form, exceprt as notegd
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Collunmn contents

1- 8 Userid

9-16 Account nuzber .

17-28 Date and Time of Lccountxng (mnddy§hhmnss)
29-32 Numker of seconds ccnpected tc VM/SP System,
33-36 Milliseconds of processor time used, ihcluding

time for VH¥/SP supervisor functions,

37-40 Milliseccnds of virtual processor time used
41-44 Nuaber of fpage reads

45-48 Number of page writes . )
49-52 Number of viftual machine SIO instructions
for ucnsgocled 1/0 .

€3-56 Number of spool cards to virtual fpunch .
57-60 Number of spool lines to virtuval printer (this
includes on€ lipe for each carriage control

commpand) .
61-6U Number of spool cards foram virtual reader
65-78 Reserved . .. .
79-80 Acccunting record identification ccde (01)

2. Acgounting records fcocr dedicated device
temporary disk space

and

it

Accounting records are recorded and spocled to disk
when a previously dedicated device and tempcrary disk space
is released by a user via DETACH, LOGOFF, or releasing fros
DIAL (dedicated device only). A dedicated device is any
device assigned to a virtual wmachine for that wmachine'’s
exclusive use. These include devices dedicated by the
ATTACH command, those being assigned at logcen by directory
entries, or by a user establishing a ccnnection (Via DIAL)
with a system that bas virtual 2702 or 2703 lines. The
information on the accounting record is card image foram is
as follows

Coluan contents

1~ 8 User ,

9-16 Account numter .

17~ Date and time cf Accountlng (mnddyghhnnss)
29~ Nunber of seconds connected to VM/SF systenm

28

32 ’

33 Device class

34 Device type

35 Model (if any)
36 Peature (if any) .
38 Number of cylinders cf tengorary disk_ space_used

if apy) .or_ number of blocks used (columns 37-40)
or fixed-blcck devices. This information appears
only 3n a ccde 03 accounting record.

Onused (coluvans 41-78 unused for fixed-block
devices)

39-78

79-80 Accounting record identificaticn ccde (02,03)




3. Acgounting Records of Legonm,  Autclod, 3pd Link
dJournaling

When LOGON, AUTOLOG, and LINK jourmaling dis ON,
YM/SP may write type O4,type 05, or type 06 records to <he
accounting data set, These reccrds are written vwhen Vd4/S?
detects that a user has issued enough LCGON or AOTOLOG
coamands with an invalid passwerd to reach or exceed an
installation defined threshold value; or when a user has
successfully issued a LINK command to a prctected minidisk
not owned by that user; or wvwhen a user has issued enough
LINK commands with an invalid password to reach or exceed an
installation defined tbreshold value.

4. Accoupting Becords Created by the User

A virtual machine can initiate the creation of an
accounting record that ccntains up to 70 bytes of
information of his own choosing. To dc this, he issues a
DIAGNOSE code X'4C' instruction with the follcwing operands:

- The address cf a data Area in virtual stcrage containirng
the information in the actual format, that he wishes to
have recorded in cclumns 9 through 78 of the card image
record,

~ A hexadecimal function code of x*10*

- The length of the data area in bytes.

The information cn the accounting record is as follows:
Column centents
1- 8 Userid

9-78 User foramatted data L. .
79-80 Acccunting Reccrd identification code(CO)

. Por details_ cn CIAGNOSE instructions in a Virtual
Machine see [Ref.231].
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VI. PERFCRMANCE A

ALISIS OF IHE VM/370

A. INTRODUCTICN

The performance of VM/370 systems is analyzed with the
cbjective of dJdeveloring performance and <resource usage
forecasting equaticns. A model is developed for analyzing
computer performance and resource allocation, for computer
systems using this operating systen.

In this chapter we will present a methecdcloGy for doing
the analysis, showing how response times and resource
utilization are related to the system load.

Some ©perfcrmance measurement and analysis technigues
[Ref.24,25] emphasized the detection of performance
improvements caused ty changes in the systen. Here, no
attempt was made to analyze the causes for improvement or
lack of it, nor to relate these to the internal structure of
the systen. What we shall try to accomplish is to relate
the trends in the data to +the performance of the system and
thus gain an insight intc what might cause the systeam to
saturate and its perfcrmance to degrade.

B. SYSTEM DESCRIPTION

For a description of the VM/SP (VM/370) see Chapter III.
For the configuration of the IEM 3033 AE, used in the W.R.
church Ccmputer Center NPS, see Chapter IV,

For the analysis purgoses, the VM/CHS is siamply a
virtual-machine time-sharing systen. Each user <c¢f the
system may enter tasks, opormally from a remote terainal.
The system shares its resources among these tasks. The flow
of user tasks through the systea is depicted in Pigure 1.
[Ref.26]




A user is in the "dormant" state until he has completed
creating a task. Gntil proven otherwise, the task is
assumed to be "interactive", i.e. to require fast response
vhile making cnly slight demands on system resources. #Hhile
receiving service, such tasks are said to ke in %Q1#, but
before being admitted to this state they are called 9%Q1
Candidates", If a Qt task does not terainate before
consuming a certain amount of CPU time (roughly 400
milliseccnds), it loses its "interactive®" status. It now
tecomes a "Q2 Candidate" and is elegible to ke admitted into
ng2n, which 1is the set «¢f noninteractive tasks currently
being serviced. There is alsc a limit (about five seconds)
on the amount of CPU time that a task may receive duriang oxe
stay 4in Q2. A task requiring wmore CPU time may cycle
several times between the "Q2 Candidate" and "Q2" states.

Not all the possikle state trapnsiticns are shown, but
those shcwn are encugh for our fpurposes.
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C. DEPINITIONS AND TYEICAL BELATIONS

1. EBasic Defipitionsg
a. Multiprogrameing Level

The only tasks that may actually receive CPU time at
any moaent are those in the C1 and Q2 states, those are
called *in-Q* tasks, and their nuaber is the
nultiprogramming level (MFL). The Q1 and Q2 candidates are
tasks that are ready to rum but are not allcwed to do so at
the moment because the system does not wish to overcoamit
its resources, These tasks are said tc be eligible.
AMdaissions from eligible to in-Q status is in order of
deadline ©pricrity which is based on a ccabination of a
persanent directcry ertry, the time when the user had last
received service, and opticnal penalties depending on the
user's previous resource demands.

In-Q wuser's main storage requiregents are aet
dynamically thrcugh a demand g[paging amechaniss. The systea
saintains an estisate of each user's storage requiresents;
this estimate iz referred to as the usert's prcjected working
set, Admission is based principally on the availability of
sain storage =space to acccmmcdate the user’s projected
working set.

While a task is in ¢ it requires system resources,
e.g. m®main storage, file I,0, and paging I/O, ip addition to
CPUO cycles. The rates at which these rescurces are being
utilized *hus provide additicnal performance peasures, as do
the response times +to tasks of various types. A true
picture of system performance can be gained only if alil
these factors are considered sisultaneously.

t. Systeam Scheduler

The main function of the system schedula:z is to
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saintain the optimal MEL fcr the given systea configuration
and user workload. The scheduler perforss its task by
estimating each user®s working set, and by adeitting into Q
‘only as many users whcse wcrking sets can be accosmodated in

sain storage.

2. Isportant 8elatiops
a. MPL and Perforsance

As the MP1 goes up, the systes is increasingly
able to overlap the use of its various coaponents,
consequently improving their utilization. Scon, however,
cne or more coaponents approach 100% utilization, so that no
further increase is pcssikle. The system is then said to be
saturated. There is no benefit in increasing the MPL Lbeyond
the saturation pcint, which is deterained primarily Ly the
system configuration See figure <. The saturaticn point is
also affected by the pature of the work load if the vork is
unevenly spread among the systea coaponents, saturation will
cccur sconer than if the load is well-balanced.

At any rate, if the effects ¢f£ paging are
ignored, then curve A in Pigure 3 shcus a typical
relationship betveen performance (as measured by CPU
utilization) and the NFL. This curve sight ke an idealized
representation cf a ¥Y8/370 system with essentially infinpite
main storage capacity (hence, aegligible paging activity).

In a real systenm, main storaqe capacity is
finica, As the HNPI increases, the amount ¢f storage
available to each program decrceases, heance the paging rate
increases. This increase beccmes d4diastic when the storage
allocated to each pregram falls below its "wvorking set"™,
soon the paging channel beccaes saturated, and furtaer
increases in the relative Gpaging rate fcrce Jdown the
productive utilizartion of cther components, such as the CpU.

86

Ve ot
R




neL

nec

. iGIBLE

70 20 30 vo
USERS

FIGURE. 2

RELATICN BETWEEM MEL AND NUMBER OF USERS

cPd

MPL

PIGURE. 3

TYPTICAL REIATION BEIWEEN CPU UTILIZATICN AND HPL

87

Loamakail o - o

TPV NP

Ry




E. Load and Ferfcrmance

BARD {[Ref.27], of 1IBM, believes that it is
important to understand the relation between MPL and
performance, but what one is really interested in, 1is the
relation tetween performance and the 1load placed oc the
systen. He *ock the number of active users as the priamary
measure of system load. The measure is open to much valid
criticism. No two users are alike; how can we compare a user
vho is editing a file under CMS ¢to one who is using the IPL
procedure for a large virtual Machine ? yet measurements
taken at many installaticns have shown that performance
variables averaged over reasonable periods of time (one
week, say) present very consistent patterns when plotted
against number of active users.

¢. Resgonse Time and Systeam Load

As the Bard Mcdel ([Ref.28) indicates, ¥e can
also deternine how task response time is affected by systen
load. Suppose we have a specific task in mind requiring one
gsecond of CPU time to ccafplete. The response time 1is
composed of the running time, and the waiting time in the
eligible set, which is proporticnal to the number of %asks
in that set, To obtain the rumning tisme, suppose a task
requires one saeccnd of CPU time. Let U(n) be the CPU time
utilization at MPL = n. If system resources are shared
fairly asong users, the task receives, c¢n the average,
u(n)/n seconds of CPU TIME per second of elapsed time, and
hence its running time may be estimated as n/u(n) seconds to
complete the task required time cf 1 seccnd.

The opropcrtionality factor (waiting time in
eligible 1list Vs Nuaber of tasks in tha+t 1list) is
determined: as follcws If <the average task required 17T
seconds of CPU time, and the MPL = M, then a task leaves Q1
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or Q2 on the average cf every T/u(n) seconds. Hence, if
there are M eligible tasks, the expected wvaiting time is M
T/u(n) . Thus, the relaticn c¢f Pigure 4 <can be obtained,
vhere the +total respcnse time is shown VS the number of
users. Figure 4 shows the essential effect of saturation on
response time.

This analysis applies to a typical task, i.e.
ocne whose various rescurce requirenments are roughly
proportional t¢ those ¢f the overall work lcad. Radically
different types of tasks, e.9., coapute-bound or I/0 bound
ones, ®may present completely different respomnse profiles. a
system whose I/0 channels are saturated msay have enough
leftover CPU power to maintain excellent response to a
coapute-bound task, and vice versa.
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d. Systea Resocurce Utilization

For each rumber of active users, we could find
the MPL (Pigure 2), and then based on it €£ipd the
utilization. The result is shown in Pigure S5: wutilization
climbs up to the saturaticn point and theun levels off. In
practice, utilization actually starts to decrease somewhat
teyond the saturaticn point, due to increased contention
and increased consumption of storage space by system ccntrol
rlocks,

e. The effect of Storage Capacities

The typical results for various storage
capacities are shewn in Figure 3 ([Ref.25]. In curve B,
storage capacity can accosmodate the working sets of three
grograass. Hence, ytilizaticn peaks at an MPL of three.
Similarly, curves C and D depict storage cagacities of six
and nine programs, Trespectively. Observe that the maximua
utilization in curve E is considerably Lelov the infinite-
storage saturation level, but is very close to it in curves
C and D. It appears that cnly a liaited gain in performance
is attainable ty increasing stcrage capacity auch beyond
accoasodating six prcgrass, which is the infinite-storage
saturatien point.

In the NPS 3033 AP the storage is fixed and we
could not use this effect in this particular analysis.

f. System Expansion Pactor

Typically, as the number of sisultaneous users
increases, the respcnse time steadily degrades, bat sharply
degrades after scme critical nuaker of users. Thus, if we
act 30 as to maximize the pumber of simultanecus users, the
effect is *®o naximize the number of pecple to whoa we are
presenting a sharply degraded service. This means that the
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number of simultaneocus system users could te a misleading
measure of system load. System expansion factor rather than
pusber of simultanecus users could be a better measure for
the computing center and for the users. This factor is
defined as the ratio of the actual time tc do a unit of
computer-limited work to the minimum time to do that werk in
a stand-alcne envircnment, and is calculated ty dividing the
total system service time fplus gqueueing tiae to perfora some
user-requested action by the CPU time plus the estimated I/0
time This assumes that computaticn time and I/0 time for any
cne user are not overlagged. It alsc assumes that all
paging and disk ars mwmcvement are overhead operations,
induced Lty contention. Although this is nct entirely true
in all cases, it serves wvwell enough as a first-order
aproximaticn of what actually hagpeans.

3. Bottlenecks

Plcts such as Pig. 4 and Fig. 5 cculd be used to
spot saturation conditions and deteraine the user load under
which they occur. If there is no evidence of saturation,
all is well. Bewever, if saturation is detected, we aust
next dJetermine the systes coaponent that is causing the
saturation. This component, which is called a bottlemeck,
is one whose capacity must be increased first before overall
systeas performance can bhe improved. Such isprovement would
ke felt in two ways: an increased nuaber of users could be
sexved before the onset of saturation, and system throughput
at saturation wculd be increased.

The main hardware coaponents of a VM/370 systeaz are
the CPO, main storage, the fpaging sutsystem and the [/0
(other than paging subsystenm). Bottlenecks in any of thaese
components can te spotted. However, this kind o¢f analysis is
not the main cbjective of this thesis, and we will describe
some cases only as examples cf bottlenecks.
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a. The CPU

The CPU is saturated when its wutilization
approaches 100 percent. A truly saturated CFU can be cured
cnly by teing replaced with a faster orne. However, some
further analysis may reveal different underlying causes for
the saturation and suggest cures of a less dramatic natare.

One case in peint cccurs when the CPU becones
saturated due tc paging activity. This occurs when total
CPU utilization approaches 100 percent, prcklem state time
declines, and raging rate climbs as the number of users
increases. Such conditions prevail if, for scme reason, the
scheduler consistently underestimates working sets and %thus
maintains too high a MPL. Reducing the MFL will release
some of the CPU time spent on paging, but whether or not the
reduced MPL will be sufficiently high to w@maintain good
throughput depends or the amount of storage available.
Increasing stcrage capacity while retaining <the same MPL
would also decrease the faging rate and release some CPU
time for productive use.

The presence c¢f compute-bound jcbs in the work
load can result in very high CPU utiiization. However, Some
cf the CPU *ime can be made available to other users, should
they need it. Thus, if response time to the compute-bound
tasks is not a primary concern, then we should not really
consider the CPU tc be saturated.

E. Main Storage

Main storage is (cr at least the scheduler
thinks ¢that it is) saturated when the eligible list is
almost never 2capty, (EHef.30]. Nevertheless, a saturated
aemory 1is not necessarily a r[performance bcttleneck. If
raging is moderate and the CPU is fully utilized, then wmain
storage capacity is adequate and will have to be increased
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cnly after a more powerful CPU is installed. If both paging
and CPU uatilization are light, then the scheduler is
probably c¢verestimating vorking sets and conseguently
maintaining too low a MPL.

If the paging rate is high, productive CPU
utilization (% probles state time) is low, and if the MPL is
high, then the scheduler may Le at fault. This so-called
trashing condition may be removed by inducing the scheduler
to maintain a lower NEL.

Only if the MPL is low, paging is beavy, and
productive CPU utilization (% problem state time) is low, is
the saturated main storage a true bottleneck and in need of
expansion.

c. Paging

There are three comronents which contribute to

the total system wait time in the VM/370. The idle wait,
wvhen no high—-speed I/C requests are outstanding. The page
wait, vhen outstanding I/0 rTequests are primarily for

raging. The I/0 wait, when outstanding I/0 requests are not
grimarily for raging.

Typically, the idle-vait state predominates when
the number of users is small. By the time saturation is
reached, idle wait will have decreased to zero. Absence of
idle wait in itself, hovever is no proof of saturation when
the number of users is moderate, there may be emough work to
keep either t*he CPU or an I/O path busy at any given tiae,
tut not enough to saturate either.

If the CPU is not the bottleneck, there will be
a substantial ascunt of wait state even at saturation. This
vait state may be Jue to pcor overlapping c¢f CPU and I/0
activities caused by wmain storage being insufficient to
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acconmodate an adequate MPL. If this is not the case,
however, and if page wait accounts for the major part of the
residual wait time, then the paging subsystem is probably at
fault.

Page wait may ke experienced either because the
paging rate is too high or because page transit time is too
long. The first condition is caused by working sets being
underestimated by the scheduler. The secend occurs when
either no high-sgeed raging devices are installed or their
capacity has been exceeded.

d. I/0 Activity

A bottleneck in the I/0 suktsystem reveals
itself in a manner apalogous to the paging subsystem. If
there is enough main storage to maintain an adequate MPL,
and yet a significant aacunt c¢f I/0 wait time remains at
saturation, a deficient I/C sutsystea is indicated. It may
te simply that +the work 1load is so I/O bound that ao
possible expansion of the I/0 facilities will hapdle it. In
this case, one might conclude that +he CPOU im use is too
fast and a slower one would suffice. More typically, soame
rearrangement or expansion c¢f the I/0 subsystem will solve
the probleun.

Under extreme conditions, an I/C bottleneck may
develop if the MPL is tcc high, racther thanm tco low. If
there is a concidence between very high MEL and high I/0
wait time, one should amend the scheduler sc as to restrict
the MPL t¢ a lcwer level.

D. DATA REQUIREMENTS

The fcregcing analysis <rceguires that performance and
resource usage variakles ke wmeasured over a certain time
period, say, one or tuc weeks of operation.
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Por this particular experimeat, The measurements have to
be done using the tools available to a General User, wvhich
is the status of the author. This w=means that only
priviledge class G cosmands are available. 1In Chapter V the
V4/SP performance tcols are described, most cf which are not
available to the General User.

The actual tcols that are available for a General User
and were used in the experiment are:

- The CP Indicate LOAD coamand (class G)
- The CP Indicate USER ccamand (class G)

Other commands used tc¢ gather information are the
following;

-~ CP QUERY VIRTUAL
- CP QUERY TERMINAL

CP QUERY
CP QUERY
CP QUERY

SET
TIME
OSERS

Note: See Chapter V Section B fcr Indicate ccmmand
formats.

The list of the performance and resource usage variables
to be measured is next:

VARIABLE TO0L
Response time (seconds) CE Q TINME
Expansion {seconds) CP IND LOAD
VIRT CPU (seconds) CE Q TINE
TOT CPU (seconds) CEF Q TIME
CPU UTILIZATION ( % ) CE IND LOAD
APU UTILIZATION ( % ) CE IND LOAD
Storage ( % ) CE IND LOAD
Paging (Pag/Sec) CEF IND LOAD
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Residents ( Pages ) CP IND USER

Worksheet size ( Pages ) CEF IND USER

SIo { Count ) CF IND USER

Users ( Count ) CEF Q USERS

Q1 ( Ccunt ) CE IN LOAD

Q2 ( Count ) CE IN LGAD

ML ( Ccunt ) (C1 + Q2) ’

Note: *to dc a complete bottleneck analysis, some data
required (% Problem state time, % Idle wait time, % Page
wait time, % I/0 wait tiame) is not obtainable with the use
cf priviledge class G (General User) ccamands. This
represented a significant liamitation for data gathering and
analysis.

1. Variables Lefinjtjon
a. CPU % (CP)

indicates the percentage of time that the main
processor is running and is derived from the smoothed wait
value maintained by the scheduler.

E. APU % (AP)

is the ¢fpercentage of the time the attached
processor is running.

c. Storage (S7T)

is a measure of the usage of real stcrage. It
is an approximation cf the numker of pages in storage for
in-queue virtual machines to the number of pageable pages in
the system, expressed as a percentage.

d. Expansion (EX)

is the scheduler contention value, and is the
emoothed measure of the time it takes a virtual zachine to
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receive a given amount of processor time. It is a ameasure
cf the total delay in response time that a virtual smachine
‘experiences due to conteantion fcr both real storage and the
Processor. If there is nc contention for either resource,
EXPAN is maintained at a sinisus value cf 1 second.

e. Paging (PA)

is the average numker of rpage I/0 operations
{page reads and writes) performed per second.

f. Residents (RES)

is the current nuster of the user's virtual
storage rages resident in real storage at the time the
conmand is issued.

g. Working Set (WS)

the system maintains an estimate of each user’s
storage requirements, this estimate is refered to as the
user's projected working set.

h. SIO (SIO0)

is the <total pumber of nonpooled I/0 requests
issyed by the user.

I. Q1 (¢1)

is the nusber of interactive tasks, i.e., those
who require fast respcnse while making cnly slight demands
cn system resources.

Jo Q2 (C2)

is the nusber ¢f ncninteractive tasks cuirently
teing serviced.

k. Multiprogramming Level (MPL)

98




is the nunsker of tasks that may actually receive
CPU time at any moment. It is equal to the number of tasks
in Q1 and Q2 states.

l. Response time (RE)
Ccosposed of the running timse and the wvaiting
time in the eligible list. This variable is gcing to be used
as the performance variable of the systes, in this analysis.

NOTE.~ We'll use the symbols in parentheses to refer tc the
respective variatles.

E. USER WCRKLOAD CHAEACTERIZATION

Two kinds of synthetic pregrams were chosen. Both
algorithms are very simple, with the intenticn to avoid
unnecessary complexity, being representative and sufficient
for our purposes.

The first algoritha accesses a file of data and reads a
value, executes additions the number o¢f times that value
indicates, and writes the result another file. In this
algorithms access to the input and output files was included
to contreol the executicn.

The second algorithm accesses a file a number of tinmes,
reading scme values each time and then writing them to

another file.

These two algorithms have been written in FORTRBANH,
RATPIV, COBOL, and PASCAL.

Besides thaese algcrithas, two script files are used for
cther types of tasks. Three file handiing ccomands vere
testad: The ERASE, RENAME, and COPYFILE COMMANDS.

Considering the ccapilaticn and executicn of the same
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algorithm as different tasks, in the case of FORTRANH and
COBOL, the tasks to Le used as representatives of typical
tasks are the focllowing:

et mmnn

i

Task Name Task Tyge ?

1 PT 1 C PortranB CEU task (compilaticn)

2 PT 1 E PortranH CEFU task (Execution)

3 FT 2 C FortranH I/0 task (compilaticn)

4 FT 2 E FortranH I,0 task (execution) ‘
5 PT 3 C FortranH

6 FT 3 E FortranH ;
7 PTG C Fortrand 1
8 FT 4 E Fortrani 4
9 T 1 Satfiv CPU task (Comp and Exe)

10 WT 2 Watfiv I/0 task (coap and exe) ’
1 CT 1¢C Cobol CPU task :(compilation)

12 CT 1 E Cobol CPU task -(execution) b
13 CT 2 ¢C Cobol 1/0 task (compilation) f
14 CT 2 B Cobol 1/0 task (execution)

15 PT 1 Fascal CPU task -(coap and exe)

16 PT 2 Fascal I/0 task (coap and exe)

17 ST 1 Script task 1

18 ST 2 Script tast 2

19 RENAME RENAME TASIK

20 COPYPILE Copyfile task
21 ERASE Erase task

22 MIXT All the tasks abcve runing

continously.

Note: tasks 5,6,7 and 8 corresgcnd to tasks 1,2,3 and ¢
executed using different compilaticn ogptionms.

F. TIMES AND NOSBER CF CESERVATIONS

Pour "ghifts” were considered. The morning shift, which
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is from 0800-13C0; the afterncon shift froa 1300-1800; the
veekend shift from 0900 to 2100, saturdays and sandays, the
*fizxed® shift which is £from 1500 to 1530 hours, only on
veekdays.

An observation (for our purposes) is defined as the
procedure of data collection of the values of perforamance
and resource usage variables for the 22 tasks indicated
above.

Twenty five observations were made for each shift, which
makes a total of one hundred observatioms. This means that
each task will te executed 100 times, at different times of
the day, and days of the uweek.

Given the number cf tasks that had to ke executed for
each observation, an BYEC procedure vas writtenm in a way
that allowed us to execute the 22 tasks, to gather
performance informaticn required for each one, continuosly,
cne after the cther, and with only one ccmaand.

The creation of listing files, display of aessages, aad
ocutput generated by the different tasks, had to be avecideqd,
when possible, in order to incur the least overhead, and to
reduce considerably the output for each observation. All
the informaticn gathered Ly one observation is stored in a
file created by spooling the ccnsole output and sending it
to the printer.

G. DATA COLLECTION

The first cbservation was taken Nov S5, 1981 and the last
one Nov 20, 1981, The ckservations vwere done at different
times of the day, veekdays, and veekands, according to the
nuaber of cobservations required for each shift but without
any particular pattern.
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The different execs vwhich were used are 1listed ia
Appendix a. The algorithas written in the four languages
are described in Appendix B. The formats used to record the
data and a sasple of the actual data recorded for a
particular task are <shown in appendix C. A saample cf one
cbservation output is in appendix D.

To take one cbservation as an example, the cosmand used
vas:

DACO XXX °*SHIFT* Y1Y
where:

CACO stands for DATA collection and is the name of the Main
Exec.

XXX 1is the number cf the cbservations

‘shift* indicates Mormning, afternoon, weekend, or fixed.
YYY is the number of cbservations by shifts.

After one observation was finished, <the values cf the
performance and <rescurce usage variables and additional
information raquired for each task vwere taken fros the
‘observation output'! and recorded in the forms of Appendix
C.

Once the data fcr the 100 cbservations vere written in
the formss aentioned above, the rawv data collection was
finished.

H. THE USE OF "“MINITAE"

WNINITAB® is a general purpose statistical coaputing
systen, designed especially for students and researchers
primarily for aoderate size data sets which can be stored in
main memory. Minitab was fcund aespecially helpful for
exploring data in the <early phases of analysis, for
plotting, and for regressicn apalysis.
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In crder to use *Ninitab’ an NTAB type file was created
containing the data recorded for each task. After all these
MTAD files were created, egual numbers of worksheets vere
created and saved, using MINITAE coamands. At this point
all the rav data gathered was ready to be preccessed.

Minitab has been available in the NPS Computer Center
since the 31st Adugust, 1981, For more information see the
Minitab Reference Manual (Ref.29].

fMinitab?! consists of a vorksheet of rows and coluans,
in which data are stored, and a collecticn of abcut 150
commands, which crerate on the data stored in the worksheet.

1. Data Beduction

Por each task the correlation Letween every two
performarce and resource usage variables were calculated.
Observing primarily those vith higher correiation
coefficients, scme Lasic transfecrmations such as 1log and
square rcot were applied tc the performance and resource
usage variables.

Different rlots depicting the relation Letween
rerformance and resource usage variables were obtained aad
analyzed.

I. RESULTS

1. Gorrelaticn Ccefficients

Samples of the tatles of correlaticn ccefficients
cbtained for each task are shown in Tables t, 2.

MINITAB RELEASE 81.1 #*»%

COPYRIGHT - PENN SLATE UNIV. 1981

#¢% NAVAL PCSTGRACUATE SCHOOL (31 AUG 81) VER. 3
STORAGE AVAILABLE 40000
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retr ‘wftic!

corr c1=-c1S

0BS
RE
EX
cp
AP
5T
PA
RES
s
SIO
us
Q1
Q2
YPL

S8
-0.057
~-0.434
-0.554
-0.675
-0.752
-0.598
-0.572

0.497

0.504
-0.102
-0.6u44
-0.595
-0.657
-0.643

ST

TABLE 1
CES RE
-0.115
0.138 ¢.593
0.120 0.365
-0.019 0.338
0.242 0.537
0.276 0.440
0.016 -~0.449
-0.032 -0.u458
-0.101 -0.047
0.124 0.499
0.115 2.669
0.099 0.669
0.109 0.689

EA

RES

EX

0.418
0.361
0.808
0.757
-0.557
-0.555
0.077
0.727
0.895
0.814
0.874

WS

CP

0.758
0.728
0.598
-0.540
-0.557
0.196
0.654
0.590
0.746
0.698

SI0

AP

0.535
0.527
-0.478
-0.489
Q.244
0.661
0.442
0.641
0.571

gs

i Ak b
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retr 'wmix?

corr c1=-c115

SH
0BS -0.057
RE -0.514
EX -0.554
cp -0.675
AP -0.752
ST -0.598
PA -0.572
RES 0.497
WS 0.504
SIO -0.102
us -0.644
Q1 -0.595
Q2 -0.657
MPL -0.649

ST
PA 0.804
3ES -0.618
is -0.638
5I0. 0.187
ns 0.710
o} 0.898
Q2 c.926
¥PL 0.941

Q1
Q2 ¢.885
MPL €.962

TABLE 2

OBS

-0.027
0.138
0.120

-0.019
0.242
0.276
0.016

-0.032

-0.101
0.124
J. 115
0.099
0.109

EA

-0.688
-G.696
0.129
0.853
0.820
0.764
0.811

¢c2

0.978

RE

0.718
0.533
0.446
0.700
0.617

-0.573
-0.578

0.067
0.630
0.779
0.801
0.815

RES

0.987

-0.132
-0.640
-0.601
-0.643
-0.643

105

EX

Q.48
0.361
0.808
0.757
-0.557
-0.555
0.077
0.727
0.895
0.814
0.874

WS

-0.098
-0.649
-0.617
-0.651
-0.655

Ccp

0.758
0.728
0.598
-0.540
-0.557
0.196
0.654
0.590
0.746
0.698

SIO

0. 109
0.065
0.178
0.132

AP

0.535
0.527
-0.478
-0.489
0.244
0.661
0.442
0.641
0.571

Us

0.773
0.749
0.782




The results ottained are the following: for Tasks 1
to 16 and 22 the higher correlation ccefficients are the
following:

BETWEEN AVERAGE
RE and EX .59
RE and ST .59
RE and 0S .53
RE and MPL .70
EX and NPL -85
cE and (2 77
ST and MEL .93
PA and US .89
CE and US .65
A™ and VS 67

Fcr the Tasks 17, 18, 19 and 21 the response tiae
obtained was always less or equal to 1 second, independently
of the lcad on the system. The time information gathered by
the CP CQUERY TIME coamands have precision cf the order of
seconds. Thus, pc further analysis can be done on these
tasks in terms of resronse time and its relation with other
rerformance variables, using these commands as the source of
data for Response time. The sizes of the two script files
used by Tasks 17 and 1€ are in relation cf 1 to 10. Even so,
it was not possible to note differences in the response
times for these tasks. Cbvicusly, the RENAME and ERASE
tasks are very trivial and the tcols used to record response
time does not allow us to estaklish a relation between the
response time and the load on the systea.

Por the Task 20, 'COEFYFILE' the only moderately high
correlaticn coeffiecient, considering Response tiame, was: RE
Vs SsIo, .524 . Scse cther results were consistent with

106

o

sl

PO oy

ek o a aa A




e PRSI e i

those obtained for Tasks 1 to 16 and 22. That 1is, the
coapilations, executions and the Copyfile tasks.They are :

BX and NFL . 857
CP and @2 .781
AP and Us .683
ST and MNMFL . 336
PA and Us .893
¥S and RES .987
CP and Us .659

When the flots are made, they may iamediately reveal
some clear trends, but sometimes, however, the trends will
be masked by random fluctuations in the data. This is most
likely ¢to occur in those portions of the curves where
relatively few observations are available, typically in the
upper and lower ranges of user values.

Other reasons for these fluctuations are that in
this experiment the system wcrklcad variations have nct been
minimized; as a Geperal user, there is no tccl availakble to
measure these variaticons.

In the worst case, there are fluctuations in systeam
workload that vary frcm I/0 criented to CPU criemted.

2. Belation Between MPL apd CPU Utilization

As shown in Pigure 6, the trend corresponds to the
situaticn shown in PFigure 3.

The saturation point is affected by the nature of
the work-lcad of the system. ©We can assume that for the top
points of Pigure 6 the work locad is CP oriented demanding
more CP utilization. We can see that with an MPL cf S the CP
utiliza%+ion reaches apprcximately 96%.
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In contrast the bcocttoa points are considered to be
I/0 workload oriented, which demands more I/0 activity than
CPU utilization. Obviously, for an I/0 oriented work load,
the CPU utilization will nct rise up to a saturation point. ?
An example of this is the cbservation taat with an MPL of 13 ‘
the CPU utilization is approximately only 55%.




retr 'wftic?*
plot 'cp*' ‘*sEpl!

]
Ccp
100. ¢+
- * x %
- . L
- L  J
80.¢  J 2 * %
- 2 * %
- *
- * % 2 2
60.+ *
- 6 »
- 3 4 2
- 3 B .
- - * *
40.+ % 2 % 2
- 33
-2 5 .
-2 5
20.+¢ 6
-4
- 2
-4
0.+
bm——— - - ————-— tremmem——— +MBL
0.0 4.0 8.0 12.90 16.
FIG. 6

RELATICN EETWEEN CPU UTILIZATICN AND MPL
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3. Belation Betwsen BEL and AR ytiljzatichn

The plot of Pigure 7 shows that the AP is saturated
with an MPL of about 3. If we compare the fplots of Pigures
6 and 7 we can apreciate that the AP is more utilized than
the CPU, which wmay indicate that 1load 1leveling is not
effective., Purthermore¢, it could indicate that the worklecad
of the system is not I/0 oriented, as one would expect for
this particular system, given that <the AP does not process
I/0 instructions.

4. Relaticp Between Besponse Time apd number of Users

The plot of Figure 8 shows the essential effect of
saturation on response time. Below the saturation point,
approximately 86, the system is able to serve additional
users withcut severely impacting response tiame. #ith more
than about 86 users, additional users can be accoaocdated
cnly at the cost of reduced service to all.

Again this analysis applies to a typical task, i.e.,
one vwhose various rescurce requirements are roughly
proportional tc¢ those cf the overall work-lcad. Radically
different work lcads, €.g., comgpute bound or I/O bound ones,
may affect ¢the response profile for a particular task waen
related to the number cf users.

The plot of Figure 8 corresponds toc the FortranH
Task 1, and is representative of all the compilaticn and
execution tasks even fcr different languages.

If wve cbserve the trend of Figqure 8 it is very
similar to the typical <curve shown in PFigure 4, and vas
cbtained by real measurements cn the systea.
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plot 'AP* ‘NEL®

%
AP
100. ¢ * » 2 %
- L BR 4 = 4 2 L
- 3 6 3 4 2
- 2 * L *x
- x = ]
80.+¢ 4
- 2 » 2 2
- 2 % t ]
- L I ®  J
- »
60.+ L R »
- *
- E
-8 »
-
Q.+ * ]
- 2
- 2
- % 3
20.+ =
-6
-4
C.+
P L L L D ) - > e o > brcvcoraca=$ NPL
0.0 4.0 8.0 12.0 16.0
FIG.7?

RELATICN BETWEEN APU UTILIZATICYN ANL MPFL
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plot *re* 0 50 'us' 0 110

secC

RE
50.’ .
40, +
30.: .
- =
- *
20.+ *
- T
- * %% 2
- * * %
10. + E X K & &%
- 2 % %% 2% 2%
- % & =% 23 x %22 2%
- # 45 24382 ® 44 2% % 22
0.3 ® % D 3I3% & t *
e g
T s - -t —mepmmccmaee=t{S
0. 28. 55. 83.

110.
number of users

PIG.8
RELATION BETWEEN RESPCNSE TIME AND NUMBER OF USERS
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plot *RE' 'MPL!

secC
RE
50" »
40. +
30.+ * .
- = '
- %
20. ¢ *
- ] 2
- 2 3 2 )
- ] ] * L ]
10. ¢ 2 x 2 = :
- * 2 % =2 2
-% 3 3 5% 2 2 2 ;
-+« 9 2 6 2 ¥ % =
-8 U4 ® # * .
0.+ .
fem e e e - o —————— b ——— +MPL .
0.0 3.5 1.0 10.5 14,0 i
|
|
y
3
F1G. 9

RELATION BETWEEN BESPCNSE TIME ANC MPL
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S. Relatiop Betveen Response Iime apd ML

The plot of Figure 9 shows that the response tiame
rises with a very slight increment in MEL until MPL reaches
the value of abcut 9. After that, the effect of increase in
MPL produces a very high increase in response tinme.

6. BRelation Betwsep Users and Multirproarapaing Lavel

Pigure 10 shous the relation between MPL and Users.
If ve observe the trend and project it, we cam estimaté that
the saturation ©point is arcund 105 and that even if the
number of users exceed this nuwmber, The higher MPL will be
around 14 or 15. Obviously, if this occurs, more tasks will
te pending and waiting in the eligible list before being
serviced, and the response time will inc¢rease rapidly for a
particular task. Note that with an MPL of arocund 9, the
number of users varies from 65 tc 95 (for this data).

7. Felaticpn Between Expansicn apd MEL

The MPL is scmevhat ccrrelated with Expansion and
the plot cf Pigure 11 allcows us to estimate expansion based
on values of MPL.
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plot '4PL! *US?

P N P

MPL
150 0’ - 4
- *
12.0+
- -~
9.0+ * . * ;
- L |
- - *
- *® e 3 1
6.0+ * 2 %2 2 ]
- . * =% 42
- L 2 Bt 4
3.0+ L] 2952 & 2%ab2%
- 2.3 2 *
- ERIRYRE ¥23 * &
0.0+ AnaRy 23640
L L D P s Ll Pl L Ets - + -+0s
0. 30. 60, 90. 120.
nusber of users
FIG.1Q

RELATICN EETIWEEN NOMBER OF USEERS ANLC MPL
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plot *EX® 'NEL’ s

sec
10.5+ ]
- =
8.0+
- . * d
6.0+ a
- + 2 3
4.0+ * 5 2% &4
- s % 22 8% A
2.0¢ 86 +3 *
-+ 9 % =
0.0+
U Y SIS GRREY | -} &
0.0 4.0 8.0 12.0 16.0

PIG. 11

RELATICN EETWEEN EXPANSION AND NEL




J. BEGRESSION ANALYSIS

A major difficulty in the evaluation of ccmputer systeas
has neen the inability tc provide a valid gqguantification of
the relationship betvween performance and vork load [Ref.31].
the problems of the presence of a large nuaker of variables
is compounded when the interacticns of these variables aust
ke taken into account.

A regression equation can sarve as a pradictcr of
performance and resource usage within the range of the
variibles which were used tc estimate the regression
coefficients [Ref.32). A disadvantage results from treating
computer functicns as black bcxes, vhere the regression
variables are black tox inputs and outputs. This wmacro
approach fails <to deal with the internal structure of
computer functions. The characteristics of the 1Internal
structures may te important detersinants of computer
perforaance. Also, it is=s possible to have a very good fit
tetween dependent and Inderendent variakles without a cause
and effect reascn for the relaticnship. The goodness of the
fit may wmislead onz to telieve that the mathematical
relationship isplies a physical relationship.

1. Sisple Regression Egquatjicms

The correlation analysis showed some high
correlation coefficients, and we considered those for the
regrassicn equations.

Regression aquations were obtained £for all those
relations that showed bigh ccrrelation, with emphasis cn the
Performance variable, Response time, and thcse independent
variables wvhich are the major contributors for its
prediction.

A summary ¢f£ the regression egquaticas which were
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developed appears in Tables 3 tc 6 for four different tasks.

Ve can see that the variable with highest
contribution tc the variation of Response tise is the
Multiprogramaing level. The mean of its contributicn for
the tasks used in the experiment is: 54 %K.




TABLE 3

TASK 'P1IC’

!

DEP  INDEP T 5 ss ¥S=SS/DF
VAR VAR r x10-2 X10-2 f
RE EX .59 .351 15.70 15.70 |
RE ST .53 .288 12.87 12.87 {
RE us .49 <249 11.12 11.12 J
RE MPL .68 L4748 21.22 21.22 f
2X MPL .87 « 764 1. 84 1.84
| ce Q2 .74 .556 263. 50 273.50 }
ST MPL .94 . 885 58,62 58.62 )
PA s .85 .798 193.50 193.50
Vs RES .9€ .975 79.22 79.22
AP s .66 .437 354.70 354.70
TABLE 4
TASK *MIX®
DEP IND T 2 SS MS=SS/DF
VAR VAR R X10-4 X10-4
RE EX 71 .516 31.99 31.99
RE ST .69 .489 30.34 30.34
RE Us .63 .397 20.61 24.61
RE wPL .81 .664 41.14 41.16
x10-2
X SPL .87 .76& 1.84 1.84
ce Q2 .74 .556 273.50 273.50
ST MPL <94 . 885 58.62 58.62
PA us .89 .798 193.50 193.50
s RES .98 .975 79.2: 79.22
AP gs .66 <437 354.70 354.70
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1ABLE 5
TASK ‘CTiC*
DEP  IND r ) ss US=SS/DP
VAR VAR B £10-2 X10-2
RE EX .57 .326 18.36 18.36
Re ST .63 .387 21.117 21.77
RE  US .53 . 284 15.99 15.99
RE  MPL .69 .484 27.23 27.23 !
j
X  M4PL .88 .728 2.03 2.03 '
cp Q2 1 .600  304.20 304.20 ,
ST  HPL .93 874 67.52 67.52 ;
PA us .89 .809 199.60 199.60 )
is RES .18 .02 2.18 2.18
AP us .67 L451 366.80 166.80
TABLE 6
TASK CTZ2E
DEV  IND r , ss MS=5S/DF
vAR VAR R x10-2 X10-2
RE X .58 .338 4,28 .28
RE ST .63 .401 5.07 5,07
RE  US .55 .306 3.87 3.87
RE upL .74 .55¢ 7.08 7.08
BX MPL .85 L7284 2.00 2.00
cp Q2 .17 .602 304.20 304.20
5T 4PL .93 .876 $6. 14 66.14
PA us .€9 . 805 195.06 195.06
ds RES .39 . 159 28.97 28.97
AP gs .68 467 384.83 84.80
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2. Multipie BRegression Eguations

This apprcach was taken tc investigate the
possibility of imprcving the forecast by using more than one
predictor variable,.

A summary c¢f the regressiom equaticns which were
developed appears in Tables 7 to 10 for four different
tasks.

It is easy to cbserve in these tables that the major
contributions to the variation of respcnse time coae from
the number of Users, Multiprcgramming Level and Stcrage,
where MPL, alone, is alacst as good as the three variables
combined.

Calculating the mean for the different tasks, we can
show the contritution of the three variatles above, using a

Fie chart: )
KesipuacL

FIGURE. 12

MULTIPLE CONTRIEUTICN TO THE VARIATION IN °‘RE’




The contributicn ¢f each variable is shown belcw:

/

!
vs ' mec

FIGURE. 13

SINPLE CCNTRIEUTICN TO THE VARIATION IN °‘RE'

If we include 'Exp® as the 4th variable, the
contributicn only rises from 59.6 to 59.7. This indicates
that *Exgp' is very dependert cn other independernt variables
such as sterage.

Now, if we compare the ceocatribution cf 'MEL', 'US?*,
1ST* together with that of *MPL' alone, we can see that the

difference is 6%.

Therefecre, the Multiprogramming Ilevel can Dbe
considered the variable with the highest contribution to the
variation in respcnse time, thus <the kest 1load indicator
found with the data gathered for this experiment.

The correlaticn between 'US' and *NMPL' is .78. Thus,
since the number cf users is easy to obtain, this could also
ke considered as a predictor (mot accurate in all the cases)
cf respcnse time.




DEP IND
VAR VAR
RE Us, sl
RE Us,sL
ST
RE Us, 8L
ST,EX
RE Us,ML
ST,EX,Fa
RE US,ML,ST
EX,PA,CP
RE USs,ML,ST
EX,PA,CP
AF
e ——

TABLE 7

TASK 'FT1C*
SS

2

R 110-2
<479 21.40
«593 26.52
594 26.57
.602 26.91
.614 27.45
.615 27.50
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MS=S5S/D¥
X10-2

10.70

8.8“

6.64

5.38

4.57

3.92




DEP
VAR

RE

RE

RE

RE

RE

RE

IND
VAR

US,HL

Us, AL
ST

Us, ML
ST,EX

US, ML
ST,EX,EA

Us,ML,ST
EX,EA,CP

US¢ML,ST
EX,FA,CP
AP

TABLE 8

TASK'NIX®
SS

2

B X10-4
.664 41.14
+704 43.61
704 43.61
. 704 43.62
. 704 43.65
. 705 43.70
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MS=SS/DF
X10-4

20.57

14.53

1€.90

g8.72

7.27

6.24




DEP
VAR

RE

RE

RE

RE

RE

RE

IND
VAR

Us, ML

Us, ML
ST

0s, 8L
ST,EX

Us,ML
ST,EX,EA

US,ML,ST
EX,FA,CP

0s,ML,ST
EX,PA,CP
AP

TABLE 9

TASK 'CT1C*

SS
2
R X10-2
485 27.28
491 27.66
493 27.75
. 504 28.34
.508 28.57
.510 28.69
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MS=SS/DF
110-2

13.64

9.22

6.93

5.66

4.76

4.09




TABLE 10

TASK "CTZE®

DEP IND ) 58 MSs=£S/DF
VAR VAR R xtg~-2 110-2
RE 9s, 5L .563 7.13 3.56
RE Us, 8L .60 7.61 2.53
ST
RE Us, ML .607 7.69 1.92
ST,EX
RE Us, ML .607 1.69 1.53
ST,EX,PA
RE Us, ML,ST .607 1.70 1.28
EX,EA,CP
RE us,ML,ST .607 7.70 1.10
EX,EA,CE
AP
126
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BERAEREBREEBRRIE S BRBRIS S

THIS IS THE EXEC FORTAS1
LR e D e b R g

SETRACE

SPRINT PORTRANH TASK 1
EXEC DACO1

FORTHX PORTAS1 (NCPRINT
EXEC DACO1

GLOBAL TXTLIB FOBTMCDZ &
PILEDEF Q1 LISK ETIC DAT
PILEDEF 02 DISK FTI1G DAT
GPRINT

6PRINT

LOALD FORTAS1 (START

EXEC DACO1

REEAREEEEE SR B ISP PRBRER S
THIS IS THE EXEC WATTIAS1

REERERRARLBABRERE I IR ER RS D
&TRACE

GPRINT WATFIV TASK 1
EXEC DACO1

PILEDEF 06

FPILEDEF 01

GTYIEE

WATFIV WATTAS1 WI1D

EXEC TCACO1

ERREBBRARRRAELRYRRBEBEAE R

THIS IS THE EXEC COBTAS1
EREYR SRR AL XRR XD LRGSR S

&TRACE

GPRINT COBOL TASK 1
&ETYEE

&TYPE

GLOEAL TXTLIE COELIBVS
ACC 19 P

PILEDEF CARDIN DISK CT1D
PILEDEF CARDOU DISK CT1IC
EXEC DAC

COECL COBTAS1

EXEC DACO1

LOAD COBTA<1 (START

EXEC DACO1l

SERERBEXEPRRBEPRIPRREIE S

THIS IS THE EXEC FASTAS)
RERER EEREEREXRIRIIREPIRS

CAL TAZR 1

0D
A
A

CLEAR
DISK ®TI1D WATFIV A1 (RECFM PE LRECL 80 PERH
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AFPENDIX B

ERCGRANS CODE

sakxe® THIS IS THE FIEST FCRTRANH ALGORITHM w%%#%3x

C TgﬁSOIS THE FIRST FORTRANH TASK
S =
READ{01 »*)J

c READING A VALUE PROM AN INPUT FILE
DO SO _I=1

o EXECUTfNG AN ADDITICM J TIHNES

SUM=SUM+100
S0 CONTINOE

HRITE§02 *

C WRITING & ALUE TC AN OUTPUT FILE
1

#xkx%s THIS IS THE SECCND FORTRANH ALGORITHM #%®¥ex

C THIS IS THZ FORTRANH TASK 2
SUM = 0
DO 50 I=1,20
c READING FPARCM AN INPUT FILE AND WRITING TO AN CUTPUT FPILE
aranéo1 *1AB,Co D E
WRITE (05,%)8,8,C,0,E
SUM = SGB $A+B4CED4E
50 CONTINDF
AVER=S0N/100
VBITB{OZ,*LAVER
c IQ CHECK’alL THE DATA WAS READ CORRECTLY
END
$JCB

o THIS 1S THE FPIRST WATFIV TASK
1 SUN=0
2 asando , )J
3 DO 50 I=
3 suu=suﬁ+1oo
5 50 CONTINUE
6 WRITE (06,%) SUN
7 STOP
8 END

$ENTRY

$JOB

suxskx THIS IS THE SECCND RATFIV ALGORITHM #s$33%s%
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THIS IS THE WATIPIV TASK 2
z

C

“ONMIUTNOONO ™
Ll

$ENTRY
s#sk%% THIS IS THE FIRST COBOL ALGORITHN #**%33%%
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DIVISION.

= e
WEEWD EDME
Q MEC@APIFAONH

FEPS.
TOTAL PRCM SUMTOT.

TC_SUMTOT.
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CCETASZ.

OAL.
IS THE SECOND CCBOL TASK

IDENTIFICATION DIVISION.

EROGRAN-1D.

seskak THIS IS THE SECCNL COBOL ALGORBITHN **s%ss
AUTH

-~
QBN
opo
| almloii)
elal 2k ]

EDIN.
ABDOU,

ASSIGN TO DA-5-CA

SECTICN.
UI-DATA ASSIGN TO UR-~S~C

N-DATA

T
L
1
Y]

20
QB4

e e "o RO
Ry WD Zzmm
eHHHED ) | HOU
MM O UMM | UM
CONHNAEHLLONE | n

75) -

8

EIC X

ABEL RECORDS ARE STANDASL.
IABEL RECORDS ARE OMITTE

NN
LULLLLO

HOM SNMINEEH OMn
V-4 HEOENRN <ORN0N B
HEHMENDPRRDODDHANPRORDD WO
PUQEEEZZZS | BEZZETE | HIEVNA00 ) Dot B -4 2 Z R0
B FIED QDD 14 v -0 008 0 05 © oI P A o 05 o
2 ZVHAMNIIN B BN N &5 O AN O MAIRI R F et Qi 2O B Y
HHOOCOOOODOOOQOOHINUMBMINKBNALANHOQOE |

Is 20.

PIC 99 VALUE

PIC 999.
PIC 99.
-WRITE UNTIL REPS IS EQUAL TO COUN.
AVER.

IALIZE.
NUE.

TO SUMTOT, REPS,
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0T OUT-DATA.
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CONMEUTE SUMTQT = SUMTIOT ,/ 100.
WRITE AVEE FPRON SUNICT.

CLCSE IN-TCATA.

CLCSE CUT-LCATA.
sxeker THIS IS THE FIEST PASCAL ALGORITHE #*%%%%x
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1981
CBOOL (31 AUG 81) VER. 3

TATE UNIV,

SAMPLE LATA
A
S
0

APEENDIX C

int c1=-c1i15

outputwidth 6Q
OLUMN

retr ‘wftic?

REECRR SRR BER BRI AL BB R R LR LY SR EEER SR BAEE R ERR B RRE B E SRk 0Kk

THIS IS SAMPLE DATA OF THE FIRST FORTRANH TASK - COMPILATION
BRAERLLERB IR LS AE LRI SE SR LS ERBAPRE SR EE R R ERE B RX R R IRE RS XTSRS
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APPENDIX L '

SAMPLE CF ORSERVAIJON QUIRUT

BREREERRRLRREBERRRARSEBER SRR Y S SRR REE SR SRR &

THIS IS THE SAMPLE CF AN OBSERVATION OUTPUT
ERRREERBERERSAREEBEIBE LR EEREBBRERBE R RS RE S

OBSERVATION 000 #*»#%» SAMNPLE 0Q1 1
TIME IS 11:15:26 PST WEDMNESDAY .12/09/81

CONNECT= 01:02:12 VIETCPU= 000:06.64 TOICPU= 000:15.27

SYSTEM DESCRIPTION H

MSG ON , WNG ON , ENSG TEXT, ACMT ON , RUN CFF
LINEDIT ON , TIMER CN , ISAM CGFP, ECMOLE OFF
ASSIST ON SsVC NOTMR, PAGEX OFF, AUTOPCLL CFF
IMSG ON , SMSG OFF, AFPINITY NONE + NOTRAN OFF
VMSAVE OFF, 370E OFF

STBYPASS OFP o STEOLTI OFF 0Q/000

LINEND & , LINEDEL o CBABRDEL a@ , ESCAPE " , TABCHAR ON
LISESIZE 080, ATTN OFF, AFL OFF, TEXT OFF, MODE VA

HILIGHT OFF, CONMODE 3215, BREAKIN INMED , BRKKEY PA1
SCRNSAVE OFP

STORAGE = 01024K
CHANNFLS = SEL
CONS 009 ON GRAF 47B NOTERM START
009 CL A CONT NOHCLD COPY 001 REACY FORM STAND&4RD




009 10 2807°P DIST BARMANIL PFLASHC 000
009 PFLASH CHAR MDPY ECB

RDE 00C CL * NOCONT NOHCLD EOF REALY

PUN 00C CL A NOCONT NOHCLD CCEY 001 REALCY FORM STANDARD
00D POR 2807p DIST BARMARIL

PRT OOE CL A ©NOCONT NOHCLD COEY 001 REALCY FORM STANDARD

OOE FOR 2807P DIST WOML FLASHC 000
00F PLASH CHAR MDFY FCB
DASD 120 3350 VMRES2 B/O 6 CIL
DASD 121 3350 VHMRES2 E/O 6 CYL
DASD 190 3350 VMRES1 R/O 45 CYL
DASD 191 3330 MsS0083 R/W 8 CYL
DASD 19E 3350 VHMRES1 B/O 65 CYL

PRCCESSOR 00 ONLINE, ERQCESSOR 01 ONLINE, SYSTEM IN AP MODE
SPMODE OFF

TINE IS 11:15:26 PST WEDNESDAY 12,/09/81
CONNECT= 01:02:12 VIRTCPU= 000:Q6.65 TOICPU= 000:15.31

079 USERS, 000 DIALBCL, Q00 NET

PORTRANH TASK 1

CP IND LCAD
CPU. - 054% APU - 094% Q1-01 Q2-02 STCEAGE-008%
EXPAN-001

PAGING-018/SEC STZAL-000% LOAL-000%

CP IND USER

PAGES: RES-0050 Ws-0047 READS=Q001044 WRITES=000874
MH -0000 PH -0051

VIIMNE=000:07 TTIME=000:15 SIO=001551 EDEB-000451
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PRT-002453 PCH-C0G00G

CP Q USERS
079 USERS, 000 DIALED, 000 NET

CP Q TINME
TINE IS 11:15:27 PST WEDNESDAY 12/09/81
CONNECT= 01:02:12 VIBETCPU= 000:06.66 TOICPU= 000:15.36

PORTRAN # EXTENDED CCHMPILER ENTERED

®*STATISTICS® NG DIAGNOSTICS GENERATED

*%s%%x END OF COMPILATICN %s%%¥%

CP IND LOAD
CP9 - 053% APO - 094% Q1-01% Q2-02 STCRAGE-008%

EXPAN-001
PAGING-018/SEC STEAL-000% LOAD-000%

CP IND USER

PAGES: RES-0160 WsS-0047 READS=001045 WRITES=000874
MH -0000 PH -0051

VTIME=000:07 TTIIME=000:16 SI0=001639 RDBR-000451
PRT-002453 PCR-000000

CP Q USERS
079 USEBS, 000 DIALEC, Q00 NEI

CP Q TINME
TINE IS 11:15:29 EST WEDNESDAY 12/09/81
CORNECT= 01:02:16 VISFICPU= 000:06.72 TOTCPO= 000:15.57
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EXBCUTION BEGINS...

CP IND LOAD
CPU ~ 053% APU - 094% Q1-Q1 Q2-02 STOBAGE-J08%
EXPAN-001

PAGING~018/SEC STEAL-000% LOAD~000%

CP IND USER

PAGES: RES-0066 WS~0047 READS=C01051 WRITES=000874¢
MH -0000 PH -0051

YTIYE=000:07 TTIME=0C00:16 SI0=0Q1759 BDE-000451
PRT-002453 PCH-00000C

CP 2 USERS
078 USERS, 000 CIALEL, 000 NET

CP 2 TIME
TIME IS5 11:15:36 PST WEDNESCAY 12,09/81
CONNECT= 01:02:23 VIRTICPU= 000:06.830 TOTICPU= 000:15.80

PORTRANH TASK 2

CP IND LOAD
cru - 053% PO - 094% Q1-01 Q2-02 STCRAGE-008%
EXPAN-001

PAGING-018/SEC STEAL-000% LOAC-000%

CP IND USER

PAGBS: BRES-0067 WS-0047 READS=0Q1051 WRITES=000874
MH -0000 PH -0051

VIINE=000:07 TTIME=0C0:16 SIO=001764 BRDR-000451
PRT-002453 PCH-000000

145




CP ) USERS
078 USERS, 000 CIALEC, 000 NET

CP Q TINE
TINZ IS 11:15:37 PST WEDNESDAY 12/09/81

CONNECT= 01:02:23 VIETCPU= 000:06.81 TOTCPU= 000:15.83

FORTRAN H EXTENDED CCMPILER ENTERED {

#STATISTICS* NO DIAGNOSTIICS GENERATED

2xank® END OF COMPILATION #*#%s%%3 3

lh o

\

CP IND LOAD

CPU - 053% aPU - 094% Q1-01 Q2-02 STORAGE-003%
EXPAN-001

PAGING-018/SEC STEAL-000% LOAL-000%

CP IND USER

PAG3S: RES-0166 WS-0169 READS=001051 WRITES=000874
MH -0000 PH -0051

VIIME=000:07 TTI¥E=000:16 SIO=001849 RDB~000451
PRT-002453 pPCH-0000QC

CP Q USERS
078 USERS, 000 CIALEL, 000 NET

CP Q TINE
TINZ IS 11:15:39 PST WEDNESDAY 12/09/81
CONNECT= 01:02:25 VIRTCPU= 000:06.88 TOTCPU= 000:16.04

EXBCUTION BEGINS...

146




CP ZND 10AD
CPU - 053% APO ~ 094% Q1-Q1 Q2-02 STOBRAGE-008%
EXPAN-0O1

PAGING~018/SEC STEAL-000% LOAL-000%

CP IND USER

PAGES: BRES-0066 WsS-0169 READS=0Q1051 JRITES=000874
MH -0000 PH -0051

VIINE=000:07 TTIM¥E=000:16 SI0=0Q1977 RDB-000451
PRT-002453 PCH-C0000C

CP Q USERS
078 USERS, 000 DIALEL, 000 NET

CP Q TIBE
TIME IS 11215:42 PST WEDNESDAY .12/09/81
CONNECT= (01:02:28 VIRICPU= 000:06.96 TOTCPU= 000:16.27

PORTRANB TASK 3

CP IND iOAD

CPU - 053% APU - 094% Q1-Q1 Q2-02 STOBRAGE-008¢%
EXPAN-0QO01

PAGING-018/SEC STEAL-000% LOALC-000%

CP IND USER

PAGES: RES-0067 WS-0169 READS=00105% WRITES=000874
MH -0000 FH -0051

VTINE=000:07 TTIME=000:16 SI0=0Q1982 RDR-00CU51
PRT-002453 PCH-0000Q0
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CP Q USERS
078 USERS, 000 CIALEC, 000 NET

CP Q TIME
TIME IS 11:15:42 PST WEDNESDAY 12/09/81
CONNECT= 01:02:28 VIBTCPU= 000:06.98 TOTCPU= 000:16.32

PORTBRAN H EXTENDED CCMPILER ENTERED

#®STATISTICS* NQ DIAGNOSTICS GENERATED

*Rxxe%x PND OF COMPILATION *#%%x%

CP IND 10AD
CPU - 053% APU - 094% Q1-Qt Q2-02 SICHAGE-008%
EXPAN-001

PAGING~018/SEC STEAL~Q00% LCAD~000%

CP IND USER

PAGES: BRES-0166 WS-0169 READS=0Q1051 RRITES=00087¢
M4 -0000 PH -0051

VIPINE=000:07 TTIME=000:17 SI0=C02061 RDR-000451
PRT-002453 PCB-000000

CP Q USERS
078 USERS, 000 DIALEL, 000 NET

CP Q TINME
TIME IS 11:15:44 PST WEDNESDAY 12,/09/81
CONNECT= 01:02:30 VIBTCPU= 000:07.04 TOTCPU= 000:16.52

EXECUTICN BEGINS...
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CP IND LOAD

CPU - 052% AFO - 094% Q1-QV Q2-02 STICRAGE-008%
EXPAN-001

PAGING-018/SEC STEAL-000% LOAD-000%

CP IND USER

PAGES: RES-0066 WS-0169 READS=0Q1051 WRITES=000874
MH -0000 FH -0051

VTIME=000:07 TTIIME=000:17 SI0=0Q2181 RDR-000C451
PRT-002453 PCH-000000

CP Q USERS
078 USERS, 000 LIALEL, 000 NEI

CP Q TIME
TIME IS 11:15:47 PST WELCNESDAY 12/09/81
CONNECT= 01:02:33 VIETICPU= 000:07.1% TOTCPO= 000:16.73

FORTRANR TASK 4

CP IND LOAD

CPU - 052% APU - 094% ¢1-01 Q2-02 SICRAGE-008%
EXPAN-001

PAGING-018/SEC STEAL-000% LOAL-000%

CP IND USER

PAGES: RES-0067 WS-0169 READS=0Q1051 WRITES=000874
M@ -0000 PH -0051

VTIME=000:07 TTIME=000:17 5SI0=0Q2186 RDR-00Cu451
PRT-002453 PCH-C000Q0C
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CP (0 USERS
078 USERS, 000 DIALEC, 000 NET

CP Q TINE
TIME IS 11:15:47 PST WEDNESDAY 12,09/81
CONNECT= 01:02:33 VYT "TCPU= 000:07.12 TOTCPU= 000:16.76

FORTRAN A EXTENDEL CCMPILER ENTERED

#STATISTICS* NC DIAGNOSIICS GENERATED

*sa%%s% END OF COMPILATICN #*%%3%3»

CP IND LOAD

CrU - 052% AFU - 094% Q1-01 @Q2-02 SICBAGE-008%
EXPAN-001

PAGING-018/SEC STEAI-CO00% LOAD-000%

CP IND USER

PAGES: RES-0166 W5-0132 READS=001051 WRITES=000874
MH -0000 PH -0051

VTIME=000:07 TIIME=000:17 SI0=0Q2265 RDR-0004S5S1
PRT-002453 PCH-C0000C

CP ¢ USERS
078 USERS, 000 DIALEL, 000 RET

CP O TIME
TIME IS 11:15:50 PST WEDNESDAY 12,/09/81
CONNECT= 01:02:37 VIEICPU= 000:07.18 TOTCPU= 000:16.97

EXECUTICN BEGINS...
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CP IND LOAD

CPU - 052% APU - 094% Q1-01 Q2-02 SICHRAGE-008%
EXPAN~001

PAGING-018/SEC STEAL-000% LOAL-000%

CP IND USER

PAGES: RES-0066 WS-0132 READS=CQ1051 WRITES=000874
MH ~-0000 PH -0051

VTINE=000:07 TTIME=000:17 SI0=042387 RDR-000451
PRT~002453 PCH~-000000

CP Q USERS
078 USERS, 000 CIALED, 000 NET

CP Q TINE
TIME XIS 11:15:54 PST WEDNESDAY 12/09/81
CONFECT= 01:02:40 VIETCPU= 000:07.25 TOTCPU= Q00:17.18

WATFIV TASK 1

CP IND LOAD

CPU - 052% APRU - 094% Q1-01 Q2-02 STOCRAGE-008%
EXPAN-0Q01

PAGING-018/SEC STEAL-000% LOAD-C00%

CP IND USER

PAGES: RES~0067 WsS-0132 READS=(0Q1051 WRITES=000874
MH -0000 PH ~0051

VTINE=000:07 TTIME=000:17 SI0=002392 RDR-000451
PRT-002453 PCH-00000C

151




CP Q USERS
978 USERS, 000 CIALELC, 000 MNET

CP Q TIME
TIME IS 11:15:54 PST WEDNESDAY .12/09/81
CONNECT= 01:02:40 VIETCPU= 000:07.26 TOTCPU= 000:17.21

CP IND LOAD

CPU - 052% aFrvO - 094% Q1-Q1 Q2-02 STCRAGE-008%
EXPAN-001

PAGING~018/SEC STEAL-000% LCAD-000%

CP IND USER

PAGES: RES-0066 WS-0132 READS=0Q1057 WRITES=000874
MH -0000 PFH -00S51

YTINE=000:07 TTIME=000:17 SI0=002434 RDE-000451
PRT-002453 PCH-000000

CP Q USERS
0783 USERS, 000 CIALEL, 000 NET

CP Q TIME
TIME IS 11:15:55 PST WEDNESCAY 12/09/81
CONNECT= 01:02:42 VIRTCPU= 000:07.30 TOICPU= 000:17.38

WATPIV TASK 2

CP IND LOAD

CPU - 052% APU - 094% Q1-Q1 @2-02 STORAGE-Q08%
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EXPAN-QO1
PAGING-018/SEC STEAL-000% LOAD-000%

CP IND USER

PAG3S: RES-0066 WS-0132 READS=0Q1057 WRITES=000874
ME -0000 PH -0051

VYTI4E=000:07 TTIIME=000:17 SI0=0Q2438 RDR-000451
PRT-002453 PCH~000000

CP Q USERS
078 0SERS, 000 DIALEL, 000 NET

CP Q TINE
TIMZ IS 11:15:55 PST WEDNESDAY 12/09/81
CONNECT= 01:02:42 VIRBTCPU= 000:07.32 TOTCPU= 000:17.45

CP IND LOAD

CPU - 052% APU - 094% Q1-0t1 Q2-02 STICBAGE-008%
EXPAN-001

PAGING-018/SEC STEAL-000% LOAD-000%

CP IND USER

PAGES: RES-0066 WsS-0136 READS=0Q1057 WRITES=000874
MH -0000 PH -0051

VITIME=000:07 TTIME=000:18 SI0=002491 RDR-00Q451
PRT-002453 PCH-000000

CP 1 USERS
078 USERS, 000 DIALEL, 000 NET

CP Q TINME
TINE IS 11:15:57 PST WEDNESDAY .12/09/81
CONNECT= 01:02:43 VIBTCPU= 000:07.38 TOTCPU= Q00:17.64

COBJOL TASK 1
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¥19E' REPLACES ' p (19B) °*
P (19E) R/O
19E ALSC = Y-DISK

CP IND LOXD

CPO - 052% APU - 094% Q1-01 Q2-02 STICRAGE-008%
EXPAN-001

PAGING-018/SBC STEAL-000% LOAD-0Q0%

CP IND USER

PAGES: RES-0066 WS-0136 READS=001057 WRITES=000874
MH -0000 PH -0051

VTIME=000:07 TTIME=000:18 SI0=002574 RDB-000451
PRT-002453 PCH-~000000

CP Q USERS
078 USERS, 000 DIALECL, 000 NETI

CP Q TIME
TIME IS 11:15:58 PST WEDNESDAY 12/09/81
CONNECT= 01:02:45 VIBICPU= 000:Q7.45 TOTCPU= 000:17.81

REL2.3 0S/VS CCEOL IN PROGRESS

CP IND IOAD
CPU - 051% APU - 094% Q1-01 Q2-02 STORAGE-008%
EXEAN-001

PAGING~018/SEC STEAL-000% LOAD-000%

CP IND USER




PAGES: RES-0079 WS-0136 READS=0Q01057 WKITES=000874
Md -0000 PH -~00S1

VTINE=000:08 TTIME=0C0:18 SI0=002728 RDR-000451
PRT-002453 PCH-000000

CP Q USERS
078 USERS, 000 DIALEC, 000 NET

CP Q TINE
TIME IS 11:16:03 PST WEDNESDAY .12/09/81
CONNBECT= 01:02:49 VIEKTICPU= 000:Q7.65 TOTCPU= 000:18.19

EXECUTICN BEGINS...

coatbhite e, L.

CP IND LOAD i

CPC =~ 051% APU - 094% (Q1-Q1 Q2~02 STCRAGE-008%

EXPAN-001 ‘

PAGING~018/SEC STEAL-000% LOAC-000% 1
|

CP IND USER

PAGES: BRES-0067 WS-0136 READS=001057 WRITES=000874

MH -0000 PH -0051

VTIME=000:08 TTIME=000:18 SI0=0Q2790 RDB-000451 ;
PRT-002453 PCH~000000

CP Q USERS
078 USERS, 000 CIALEC, 000 NET

CP Q TINE
TIME IS 11:16:05 PST WEDNESDAY 12/09/81
CONNECT= 01:02:51 VIRTCPD= 000:07.70 TOTCPU= 000:18.33

COBOL TASK 2
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CP IND LOAD
CcPU - 051% apU - 094% Q1-01 Q2-02 STOBAGE-008%
EXPAN-~QO1

PAGING-018/SEC STEAL-000% LOAL-000%

CP IND USER

PAGES: RES-0067 WsS-0136 READS=0Q1057 WRITES=000874
MH -0000 PFH -0051

VIINE=000:08 TTIME=000:18 SI0=0Q2795 RDR-000451
PRT-302453 PCH-~000000

CP Q USERS b
078 USERS, 000 DIALEC, 000 NET 3

CP Q TINE
TIME IS 11:16:05 PST WEDNESDAY 12,09/81
CONNECT= 01:02:51 VIEICPU= 000:07.72 TOTCPU= 000:18.37

REL2.3 0S/VS CCEOL I PROGRESS

CP IND LOAD
CepO - 051% AfFU - 094% (Q1-Q1 (Q2-02 STICBAGE-008%
EXPAN-001

PAGING-018/SEC STEAL-000% LOAD-000%

CP IND USER

PAGES: RES~0079 Ws-0098 READS=001057 WRITES=000874
MH -0000 PH -0051

VIINE=000:08 TTIME=00C:19 5I0=002974 RDR~000451
PRT~002453 PCH-000000

CP Q USERS
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078 USERS, 000 DIALEC, 000 NET

CP Q TINE
TIME IS 11216210 PST WEDNESLDAY 12/09/81
CONNECT= 01:02:56 VIRTCPU= 000:07.95 TOTCPU= 000:18.80

EXECUTICN BEGINS...

CP IND LOAD
CPU - 051% APU - 094% Q1-01 Q2-02 STOBAGE-008%
EXPAN-001

PAGING-018/SEC STEAL-000% LCAD-000%

CP IND USER

PAGES: RES-0067 WS-0098 READS=001057 WRITES=000874
MH -0000 PH -0051

VIINE=000:08 TTIME=000:19 SI0=003045 RDEB-000451
PRT-002453 PCH-000000

CE Q USERS
078 USERS, 000 CIALED, 000 NET

CP Q TINE
TIME IS 11:16:12 PST WEDNESDAY 12/09/81
CONNECT= 01:02:58 VIEICPU= 000:07.99 TOICPU= 000:18,.92

PASCAL TASK 1

CE IND LOAD
CEU - 051% APD - 094% Q1-01 Q2-02 STCEAGE-008%
EXPAN-001

PAGING-018/SEC STEAL-000% LOAD-000%
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CP IND USER

PAGES: RES-0067 WS-0098 READS=0Q1057 WRITES=000874
¥R -0000 PH -0051

VTINE=000:08 TIIME=000:19 SI10=003051 RDR-000451
PET-~002453 PCH-000000

CP Q USERS
078 OSERS, 000 CIALEL, 000 NET

CP Q TIEE
TIME IS 11:16:12 EST WEDNESCAY 12/09/81
CONNECT= 01:02:59 VIRTCPU= 000:Q08.01 TOICPU= 000:18.97

BExecution begins...

.s.2Xecution ends

Pile 'PASTAS1': 18 lines; no diagnostics

410 bytes of object ccde generated

3013 statements executed

10928 bytes of memory requested during compilation
5792 bytes returned tefore execution

10704 bytes requested during execution

Cp IND 10AD
CPU - 051% APOUO - 094% Q1-01 Q2-02 STORAGE-008%
ZXPAN-001

PAGING-018/SEC STEAL-000% LOAD-000%

CP IND USER

PAGES: RES-0099 WS~0098 READS=001057 WRITES=000874
BE ~-0000 PH ~0051

VTINE=000:08 TTIME=0CO0:19 SI0=003102 RDR-000451
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PET-002453 PCH-000000

CP Q USERS
078 " .ERS, 000 CIALEL, 000 NET

CP Q TINE
TIME IS 11:16:14 PST WEDNESDAY 12/09/81
CONNECT= 01:03:00 VIETCPU= 000:08.18 TOICPU= 000:19.25

PASCAL TASK 2

CP IND 1OAD {
Cru - 051% APO - 094% Q1-01 Q2-02 STOBAGE~008%
EXPAN-001

PAGING-018/SEC STEAL-000% LOAZ-000%

CP IND USER ]
PAGES: RES-0099 WS-0098 READS=0Q1057 WRITES=000874
#i ~0000 PH -0051

VTINE=000:08 TTIINE=000:19 SI0=0Q3106 RDB-000451
PRT-002453 PCH-000000

CP Q USERS
078 USERS, 000 DIALEC, 000 NET

CP Q TINE
TIME IS 11:16:14 PST WEDNESCAY 12/09/81
CONNECT= 01:03:0% VIETCPU= 000:08.20 TOICPU= 000:19.30

Execution begins...

.«.@Xecution ends
Pile *PASTAS2': 25 lipes; no diagnostics
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578 bytes of object ccde generated

510 statements executed

10928 bytes of memcry reguested during compilation
5792 bytes returned tefore execution

1C704 bytes reguested during execution

CP IND LOAD
CPU - 051% APO - 094% Q1-01 Q2-02 STORAGE-008%
EXPAN-0O1

PAGING-018/SEC STEAL-000% LOAD-000%

CE IND USER

PAGES: RES-0100 #sS~0098 READS=001057 WRITES=0Q00874
M ~0000 PH -0051

VIINE=000:08 TIINE=000:20 SI0=003171 BRDR-00C451
PET-002453 PCH-000000

CBE Q USERS
078 USERS, 000 DIALECL, 000 NET

CF Q TIHNE
TIME IS 11:16:16 PST WEDNESDAY 12/09/81
CONNECT= 01:03:02 VIETCPU= 000:08.36 TOTCPU= 0@0:19.56

SCRIPT TASK 1

CP IND LICAD
o841} - 051% APU - 094% Q1-01 Q2-02 STOBAGE-008%

EXPAN-001
PAGING-018/SEC STEAL-000% LOAC-000%

CP IND USER
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PAGES: RES-0100 WsS-0098 READS=0Q1057 WRITES=000874
44 -0000 PH -0051

VTINE=000:08 TTINE=000:20 SX0=0Q3175 RDR-0004S5S1
PRT-002453 PCH-00000C

CP Q USERS
078 USERS, 000 CDIALEC, 000 NET

CP Q TINME
TINE IS 11:16:16 PST WEDNESLAY 12,/09/81
CONNECT= 01:03:02 VIRTCPU= (000:08.38 TOTICPU= 000:19.63

CP IND 10AD
CPO - 051% APU - 094% Q1-Q1 Q2-02 STICRAGE-008%
EXPAN-001

PAGING-018/SEC STEAL-000% LOAL-000%

CP IND USER

PAGES: RES~0101 WS-0105 READS=C01057 WRITES=000874
MH -0000 FH -0051

VTIME=000:08 TTINME=000:20 SI0=0Q3201 RDR~000451
PRT-002453 PCH-000000

CP Q USERS
073 USERS, 000 DIALEC, 000 NET

CP Q TINE
TINE IS 11:16:17 PST WEDNESDAY 12/09/81
CONNECT= 01:03:03 VIETCPU= 000:08.39 TOTCPU= 000:19.72

SCIIPT TASK 2

lel




CP IND IOAD

CPU - 051X ApU - 094% Q1-01 Q2-02 STORAGE-008%
BEXPAN-001

PAGING~018/SEC STEAL-000% LOAD-000%

CP IND USER

PAGES: RES-y101 WS-0105 READS=001057 WRITES=000874
MHE -0000 FH -0051

YTINE=000:08 TTIIME=000:20 SI0=003207 RDB-00G451
PRT-002453 PCH-000000

CP Q USERS
078 USERES, 000 LCIALEL, 000 MNET

CP Q TIME
TIME IS 11:16:17 PST WEDNESDAY .12/09/81
CONNBCT= 01:03:03 VIRICPU= 0C< 08.41 TOTCPU= 000:19.79

CP IND 1O0AD

CPU - 051% APU - 094% Q1-01 Q2-02 STICBAGE-008%
EXPAN-001

PAGING-018/SEC STEAL-0GO% LOAL-000%

CP IND USER

PAGES: RES-0101 #s-0105 READS=001057 WRITES=00087¢
MH -0000 PH -0051

VIIME=000:08 TTIME=0C0:20 SI0=0(Q3228 RDR-00Q451
PRT-002453 PCH-000000

CP Q USERS
078 USERS, 000 DIALED, 000 NET

CP Q TINME
TIHE IS 11:16:17 PST WEDNESDAY 12,/09/81
CONNECT= 01:03:04 VIBTCPU= 000:Q8.43 TOTCPU= 000:19.37
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MISCELLANEOUS TASKS

ERASE TASK

CP IND LOAD

CPU - 051% APU - 094% Q1-01 Q2-02 STORAGE-008%
EXPAN-001

PAGING-018/SEC STEAL-QQ00% LOAL-000%

CP IND USER

PAGES: RES-0101 WS-010S READS=001057 WRITES=000874
MH -0000 PH -0051

VIINE=000:08 TTIME=000:20 SI0=0Q3233 RDR-000451
PRT~-002453 PCH-~000000

CE Q USERS
078 USERS, 000 DIALED, 000 NET

CP Q TIEE
TISE IS 11:16:17 PST WEDNESDAY .12,/09/81
CONNECT= 01:03:04 VIBTCPU= 000:08.44 TCICPU= Q000:19.92

CP IND 10AD

CPO - 051% APUO - 094% Q1-Q1 Q2-02 STOBAGE-008%
EXPAN-001

PAGING-018/SEC STEAL-0u0X LOAD-000%

CP IND USER

PAGES: RES-0101 WS-0105 READS=041057 WRITES=000874
MH -0000 PH -0051

VTIME=000:08 TTIIME=0C0:20 SI0=003240 RDBR~000451
PRT-002453 PCH~-000000
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CP Q USERS
078 USERS, 000 DIALED, 000 NET

CP Q TINME
TINE IS 11:16:18 PST WEDNESDAY 12,09/81
CONNECT= 01:03:04 VIETCPU= 000:08.45 TOTCPU= 000:19.95

COPYFILE TASK

CP IND I1I0aAD ;
CPU - 051% AFU - 094% Q1-01 Q2-02 STIOCRAGE-008% ]
EXPAN~001

PAGING-018/SEC STEAL-000% LOAD-000%

e g e

CP IND USER i
PAGES: RES-0101 WS-0105 READS=0Q1057 WRITES=000874
MH -0000 PH -0051

VIINE=000:08 TTIME=0QC:<0 SI0=0Q3243 RDE-000451
PRT-002453 PCH-00000C

CP Q USERS
078 USERS, 000 CIALEL, 000 NET 4

CP Q TINE
TIME IS 11:16:18 PST WEDNESDAY 12,/09/81
CONNECT= 01:03:04 VIBTCPU= 000:08.47 TOTCPU= 000:20.01

CP IND LOAD
CPU - 051% APG - 094% Q1-Q1 Q2-02 STCRAGE-008% ]
EXPAN-001

PAGING-018/SEC STEAL-000% LOAD-0Q00%

CP IND USER
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PAGES: RES-0068 WS-0105 READS=0Q1057 WRITES=000874
MH -0000 PH ~0051

VTINE=000:09 TTINE=0C0:20 SI0=0Q3405 RDE-000451
PRT-002453 PCH-000000

CP 2 USERS
078 USERS, 000 DIALEL, 000 NET

CP Q3 TINE
TIME IS 11:16:21 PST WEDNESLCAY 12/09/81
CONNECT= 01:03:08 VIETCPU= 000:08.69 TOICPU= 000:20.38

RENAME TASK

CP IND LOAD

CPU - 0S51% APO - 094% Q1=-Q1 Q2-02 SICRAGE-Q08R
EXPAN-001

PAGING-018/SEC STEAL-000% LOAL-000%

CP TND USER

PAG3S: RES-0068 WS-0105 READS=0Q1057 WRITES=000874
MH ~-0000 PH -0051

VTINE=000:09 TTIME=000:20 SI0=003408 RDR-000451
PRT-002453 PCH-00Q000

CP Q USERS
078 USERS, 000 DIALELC, 000 NET

CP Q TIRE
TIME IS 11:16:21 PST WEDNESDAY 12,/09/81
CONNECT= 01:03:08 VIETCPU= 000:08.71 TOTCPU= 000:20.45

CP IND LOAD
CPU - 051% APU - 094% Q1-Q1 Q2-02 SIORAGE-008%

RN




EXPAN-001
PAGING-018/SEC STEAL-000% LOAL-000%

CP IND USER

PAGES: RES-0068 W#s-0105 READS=001057 WRITES=000874
MH -0000 PH -0051

VITIMNE=000:09 TTIIME=0C0:20 SIO=003413 RDE-000451
PRT-002453 PCH-000000

CP Q USERS
078 USERS, 000 DIALEL, 000 NET

CP Q TINME
TINE IS 11:16:21 PST WEDNESLCAY 12,/09/81
CONNECT= 01:03:08 VIRTCPU= 000:08.72 TOTCPU= 000:20.47
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